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Experimental Investigation of
Secondary Flow Structure in a
Blade Passage With and Without
Leading Edge Fillets

Velocity and pressure measurements are presented for a blade passage with and without
leading edge contouring in a low speed linear cascade. The contouring is achieved
through fillets placed at the junction of the leading edge and the endwall. Two fillet
shapes, one with a linear streamwise cross-section (fillet 1) and the other with a para-
bolic cross-section (fillet 2), are examined. Measurements are taken at a constant Rey-
nolds number of 233,000 based on the blade chord and the inlet velocity. Data presented
at different axial planes include the pressure loss coefficient, axial vorticity, velocity
vectors, and yaw and pitch angles. In the early stages of the development of the second-
ary flows, the fillets are seen to reduce the size and strength of the suction-side leg of the
horseshoe vortex with associated reductions in the pressure loss coefficients and pitch
angles. Further downstream, the total pressure loss coefficients and vorticity show that
the fillets lift the passage vortex higher above the endwall and move it closer to the
suction side in the passage. Near the trailing edge of the passage, the size and strength
of the passage vortex is smaller with the fillets, and the corresponding reductions in
pressure loss coefficients extend beyond the mid-span of the blade. While both fillets
reduce pressure loss coefficients and vorticity, fillet 1 (linear fillet profile) appears to
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exhibit greater reductions in pressure loss coefficients and pitch angles.
[DOL: 10.1115/1.2427075]

Introduction

Secondary flows in turbine blade passages contribute to in-
creased aerodynamic losses and reduction in efficiency. The domi-
nant secondary flow is referred to as the passage vortex whose
origin begins with the leading edge horseshoe vortex and is driven
by the pressure gradient in the passage. It is well known that the
horseshoe vortex is formed along the stagnation-line plane at the
junction of the turbine blade leading edge and the blade passage
endwall region. This horse-shoe vortex propagates into the pas-
sage as a pressure side vortex and a suction side vortex [1] on the
pressure and suction sides of the blade, respectively. The two
vortex legs eventually merge downstream in the blade passage to
form the passage vortex, which is further driven by the cross flow
from the passage pressure side to the suction side [2,3]. As the
vortex moves through the passage, it grows in size and migrates
toward the blade suction side. The passage secondary flows in-
crease thermal loading on the passage end-wall and increase pres-
sure losses across the passage. The passage vortex also lifts the
film cooling flows from the endwall region and significantly re-
duces the effectiveness of the film coolant injected through the
upstream endwall region.

Reduction of the passage vortex strength and size can be poten-
tially beneficial by reducing the losses and endwall thermal load-
ing. Leading edge fillets on the blade leading edge have been
proposed as a possible strategy for reducing the secondary flows.
However, in order to determine a suitable profile for the fillets and
in order to optimize their geometrical parameters, a detailed un-
derstanding of the role of the fillets on the secondary flow struc-
tures is necessary. This is the primary motivation behind the pro-
posed work.
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Measurements of the secondary flow structures in stationary
linear cascades have been reported by several investigators. The
role of the pressure side vortex in the development of the passage
vortex has been studied in detail by Langston et al. [4]. Goldstein
et al. [5] have used the mass transfer (naphthalene sublimation)
technique to track and identify the path of the secondary flow
structures in the blade passage. Yamamoto [6], Gallus et al. [7],
and Smith and Cleak [8] have reported measurements of the pas-
sage vortex and the effects of inlet conditions on the passage
vortex in linear blade cascades. The unsteady nature of the pas-
sage vortex in a linear blade cascade at different flow incidence
angles has been studied by Ma et al. [9]. The development of the
streamwise vorticity downstream of an annular two-dimensional
cascade has been measured and reported in [10]. The details of the
leading edge horseshoe vortex and the development of the passage
vortex in a linear vane passage has been studied experimentally by
Kang and Thole [11] and Kang et al. [12]. Numerical predictions
of the horseshoe vortex, passage vortex, and profile losses in two-
dimensional turbine blade/vane passages have been presented in
[13-15].

A number of studies have explored the role of leading edge
fillets on the secondary flow development in vane or blade pas-
sages. Davenport et al. [16] and Simpson [17] report that the
horseshoe vortex structure is altered when fillets or fairings are
employed on the leading edge of a two-dimensional wing. By
thickening the blade profile at the leading edge near the endwall,
Sauer et al. [18] reduced the pressure loss and flow angles in the
exit plane of a blade passage. Measurements of flow angle, veloc-
ity vector, vorticity, and turbulent kinetic energy in a turbine blade
passage were reported by Eymann et al. [19] with a thickened
blade profile near the blade-endwall junction. Total pressure losses
were observed to be reduced near the endwall. However, in the
measurements of Becz et al. [20,21], where bulbs and fillets on the
blade leading edge are employed along one end wall, the pressure
loss on the opposite end wall was observed to increase. An 8%
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reduction in the total pressure loss coefficient was observed with a
small bulb and a fillet. However, in [19-21] measurements were
reported only downstream of the blade passage, and no in-passage
measurements are reported. Zess and Thole [22] studied an asym-
metric elliptical leading edge fillet with height and length propor-
tional to the incoming boundary layer thickness, and reported re-
duction in secondary flows, vorticity, and turbulent kinetic energy.
Lethander et al. [23] reported a numerical study that optimizes the
leading edge fillet profile with the objective of reducing the sec-
ondary flows in a vane passage. Shih and Lin [24] numerically
predicted the secondary flows in a vane passage with two types of
leading edge fillets and inlet swirl levels, and observed that the
total pressure loss across the passage is reduced without any swirl.
Recently, Mahmood et al. [25] reported endwall heat transfer mea-
surements for four different fillet profiles and demonstrated that
the endwall heat transfer is the lowest for a fillet with a parabolic
fillet profile. However, detailed flow measurements are not re-
ported.

The goal of the present study is to report detailed pressure and
velocity measurements at different axial chord locations within
the blade passage in order to understand the role of the fillets on
the secondary flow structures in the passage of a two-dimensional
linear blade cascade. As noted above, reported experimental stud-
ies have primarily focused on pressure loss and heat transfer data,
and flow measurements have been rather limited. Further, the
pressure measurements have been generally reported [19-21]
downstream of the blade passage where they are more easily mea-
sured. In the present work, measurements are reported at four
axial locations within the blade passage in order to track the de-
velopment of the passage vortex.

Two profiles for the fillet cross-section are studied in the
present paper: a linear profile and a parabolic profile that are
shown in [25] to yield the lowest endwall heat transfer. A five-hole
probe has been primarily used for the flow measurements. The
data reported in the present study include pressure loss, velocity
vectors, vorticity, and yaw/pitch flow angles at several axial-chord
planes in the blade passage. These measurements are compared
for the baseline unfilleted case and the two filleted cases in order
to quantitatively assess the role of the fillets and the fillet profile
on the secondary flow structures and the pressure loss.

Experimental Facility: Linear Cascade

The test facility is shown schematically in Fig. 1(a) and con-
sists of a low speed wind tunnel housing a linear cascade test
section. Three linear blades, scaled up ten times, form the two
passages in the cascade test section. The two-dimensional blade
profiles represent the hub side section of the first stage GE-E?
high pressure turbine blade. The geometric parameters employed
in the cascade are given in Table 1.

For the present experiment, the blades are solid and constructed
out of wood. The blade tips are lined with foam weather strips to
prevent tip leakage between the blade and endwalls. As shown in
Fig. 1(a), the outer side of the suction side blade is removed to
prevent any flow blockage between the blade and side wall. The
two tailboards pivoted at the trailing edges of the side blades are
moveable with lead screws from the side walls and enable pres-
sure adjustments on the blade profiles to maintain periodic condi-
tions in the two passages. The facility operates in an open circuit
mode under suction of a 3.73 kW duct fan blower. Ambient air
enters the rectangular cross-section inlet channel of aspect ratio
1.36:1 through a two-dimensional nozzle of contraction ratio
3.4:1, and then flows through the test section. Inclined slots ma-
chined in the channel walls serve as suction bleed of the boundary
layer along the side walls. A passive turbulence grid made of
cylindrical rods of diameter 12.20 mm is placed in the channel
just downstream of the nozzle and 4.2 chord upstream of the
center blade to increase the free stream turbulence of the inlet
flow. The top endwall of the test section has machined slots and
holes to enable insertion of flow measuring probes. The unused
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Fig. 1 (a) Schematic of the blade cascade test facility. (b) Pro-
files and geometric parameters of the two fillets.

holes and slots during measurements are filled in with foam
weather strips or covered with tapes to prevent air leakage from
outside into the test section. Also, the slot being used is covered
with a pair of partially overlapping tape strips to minimize any
flow leakage.

Machined grooves along the span of the blade are located all
along the blade profiles and accommodate 1.65 mm diameter steel
tubes. The steel tube has one or two drilled holes of diameter
0.30 mm that serve as static pressure taps. The tube can be tra-
versed along the groove and static pressure can be measured at
multiple spanwise locations. The second hole on the tube is
masked with a tape while data are measured from the first hole.
The open ends of the tubes come out of the test section though
mating holes on the top wall, which are aligned with the grooves
on the blade profile. During measurements, the tube surface is
made flush with the blade profile by masking the grooves (except
in the vicinity of the hole) with thin scotch tapes. This ensures a
smooth blade profile and no interaction between the groove cor-
ners and passage flow.

Fillet Profile and Parameters

As noted earlier, in Mahmood et al. [25] four types of leading
edge fillets are tested, and endwall heat transfer results are re-
ported. For the present study, the two fillets that have yielded the

Table 1 Geometric parameters for the cascade test section
Radial location of the blade profile in the GE-E? turbine

stage (cm) 32.337
Scale up factor for present test model 10
Actual chord length, C (cm) 35.86
Axial chord length, C,, (cm) 30.36
Aspect ratio (true chord length to blade span), C/S 0.78
Solidity ratio (true chord length to blade pitch), C/P 1.23
Flow inlet angle (deg) 0
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Table 2 Fillet geometric parameters

Fillet Description (Y18) max (X/C o) max Sl Coax Sps! Cax
1 Blends simultaneously into endwall 0.10 0.299 0.566 0.322
and blade surface, linear profile from
blade to endwall
2 Blends simultaneously into endwall 0.10 0.299 0.566 0.322

and blade surface, concave circular (or
parabolic) profile from blade to
endwall

best results from the perspectives of the endwall heat transfer are
selected for detailed flow measurements. The profiles of these two
fillets, called fillet 1 and fillet 2 in this paper, are shown in Fig.
1(b). Note that in [25], fillet 2 is referred to as fillet 4 since four
different fillets are tested in that study. Table 2 provides the geo-
metric parameters of the fillet profiles. Both the fillets blend into
the endwall and blade wall simultaneously. The height of fillet 1
varies linearly from the blade surface to the endwall, while for
fillet 2, the height varies on a concave circular arc (parabolic
profile) from the blade to endwall. The fillets are attached to the
bottom endwall along the blade leading edges with double sided
tape. No fillets are employed at the junction of the top wall and
blade leading edge.

The highest point of each fillet is located on the blade stagna-
tion location and at a height of one boundary layer thickness of
the incoming flow. Fillet height along the blade surface then de-
creases to zero downstream from the stagnation point along both
sides of the blade. The outer edge of the fillet section is described
by two ellipses, one on the suction side and one on the pressure
side. The curvature of the two ellipses matches at the stagnation
location. As shown in Fig. 1(b) and Table 2, the circumferential
length of the fillets on the suction side is larger than that on the
pressure side. The fillets are fabricated using a three-dimensional
stereo lithography system.

Measurement Techniques

Measurements are obtained at four pitchwise normal planes lo-
cated in the passage between the center blade and the pressure
side blade. Figure 2 shows the coordinate system employed for
the measurements and the axial locations of the planes. Reference
quantities of the flow field are measured in a plane parallel to the
passage inlet and located 115 mm upstream of the leading edge of
the center blade. The global coordinates (X, Z) in Fig. 2 origi-
nate at the farthest upstream point on the center blade profile. The
spanwise coordinate Y or Y originates at the bottom endwall. The
local coordinates (X, Y, Z) originate on the pressure side of the
center blade and are parallel to the global coordinate system. The

Suction

Pressure
4
&
y |
A
/
4
yl
V &
Y 4
c p’
: = 4
Measurement/ \ %XG /
flow analysis \ y
plane P s 1
Zg | 1 1
X/Cax= 0085 | 0.679 |
0424 0916

Fig. 2 Coordinate systems and measurement locations in the
test section

Journal of Fluids Engineering

velocity components (U, V, W) are parallel to (X, Y, Z), respec-
tively. The positive yaw angle is directed counter-clockwise from
the +X direction and the positive pitch angle is directed toward +Y
from the +X direction.

Flow Structure Measurements. A miniature five-hole pressure
probe of tip diameter 1.30 mm is employed for the flow field
measurements. The probe is calibrated in the inlet channel of the
test facility for yaw and pitch angles between +30 and —30 deg at
a streamwise velocity of 10.26 m/s based on the procedures de-
scribed in Ligrani et al. [26]. Pressure signals from the five tubes
of the probe are fed into five Omega differential transducers from
which the voltage signals then are obtained and recorded on a
HP3497A data acquisition unit controlled by a Dell Dimension
desktop PC. Data are acquired at a sampling rate of 20 Hz over a
time period of 15 s from each tube. Thus, data from each tube are
time-averaged over 300 samples. The probe is approximately ori-
ented along the streamwise direction to obtain the measurements
so that the yaw and pitch corrections are minimized. The time-
averaged voltage signals are converted into pressure with the
transducer calibrations. The calibration curves for the five-hole
probe are then applied to the converted pressure signals to deduce
the local total pressure, static pressure, and velocity components
of the flow. These quantities are determined after applying the
spatial resolutions and downwash corrections [27] on the raw data
because of the finite tip diameter of the probe. The total pressure
loss coefficients are determined from the equation,

Prot,O_ Pr

¢ 2
0.5* Pair * Uref

pt,loss = (1 )
where the P, is the measured total pressure in a location. The air
density is obtained at the inlet temperature from property charts.

The probe is traversed in a plane through the slots in the top
wall with a Unislide two-axis motorized traverse controlled by a
Velmex Inc. stepper motor controller. The same Dell Dimension
PC used for data acquisition is employed to control the motor
controller. Thus, a single in-house programming code is used to
coordinate data recording from the probe and positioning the
probe at different locations. Data are measured from the bottom
endwall to the mid-span height with the pitchwise- and spanwise-
spatial increments that range from 3.0 mm near the endwall and
suction side of the blade to 12.0 mm near the mid-span location.
Thus, particular care is taken to adequately resolve the secondary
flow structures near the endwall.

Wall Static Pressure Measurements. To measure the static
pressure on the blade profile, the open end of the steel tubes in the
grooves on the blade profile are connected via rubber tubes to a
Validyne differential transducer, which transmits signals to the
HP3497A data acquisition unit. Pressure signals from each tube
are recorded and time-averaged at 20 Hz sampling rate for 60 s.
The following equation is used to determine the surface static
pressure coefficients.

- Pstar,() - Pstat (2)
! 0.5% Pair * Uzef

Te

Here, Py, is the measured surface pressure.
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Table 3 Upstream and reference flow parameters

Stagnation temperature, 7, ;, (K) 300
Stagnation pressure, P, ;, (Pa) 1.013 X 10°
Average freestream velocity, U,,, (m/s) 10.26
Inlet Reynolds number, Re;, 233,000
Freestream turbulence intensity 4.0%
Average reference static pressure (below atmospheric), 121.9
P.vmt,(] (Pa, gage)
Average reference total pressure (below atmospheric), 60.5
P, (Pa, gage)

46.0

Boundary layer thickness, & (mm)

Uncertainty Estimates. Uncertainties in the measured data are
estimated according to the procedures in Holman [28] and Moffat
[29] and are presented here based on a 95% confidence level. The
maximum uncertainties in the surface static pressure and static
pressure coefficient C,, along the blade are 0.7% and 6.0%, re-
spectively. For the five-hole pressure probe measurements, since
the inner diameter of each tube is very small (0.20 mm) and these
tubes are relatively long (56.0 cm), the time response of the probe
is slow, which contributes the most in the uncertainty of the data.
In the pitchwise middle locations of the passage, uncertainties in
the total pressure are 2.0% near the endwall and 1.1% in the
inviscid region. At the same locations, static pressure uncertainties
are 1.1% and 0.8%, respectively. The total pressure loss coeffi-
cients and the static pressure loss coefficients have maximum un-
certainty of 7.2% and 6.5%, respectively, in the mid-pitch loca-
tions. Uncertainties in the other flow quantities are determined
from the pressure and pitch-yaw angle measurements of the local
flow vector in the pitchwise mid-locations of the passage. Inter-
polations of the calibration curves to determine the correct pitch-
yaw angles contribute to the velocity uncertainty. Thus, uncertain-
ties in the flow angles are high in the secondary flow regions, and
where flow angles are usually close to the maximum range of the
calibration pitch-yaw angles. Pitch and yaw angle uncertainty is
2.5% in the inviscid region and 12.0% in the secondary flow re-
gion. The corresponding maximum values of the velocity and
axial vorticity uncertainties are 3.0% and 7.0%, respectively.

Experimental Results and Discussions

The measured quantities are normalized by the reference flow
properties measured in an upstream plane parallel to the passage
inlet, as mentioned earlier. Table 3 presents the measured refer-
ence quantities. The Reynolds number in the table is determined
based on the actual blade chord length and inlet freestream
velocity.

Periodicity of Passage Flow. The flow conditions in the two
passages are made periodic by adjusting the locations of the tail-
boards. Such conditions simulate the flow periodicity present in a
blade row in an actual turbine stage. The static pressures on the
suction sides of the center blade and the inner blade (the blade
located near the pressure side of the center blade—see Fig. 1) are
matched, while the static pressures on the pressure sides of the
center blade and the outer blade (blade located near the suction
side of the center blade) are matched to obtain the periodicity in
the passages. The resulting pressure distributions on the blade
profiles at a spanwise location of Y/S=0.33 in the form of static
pressure coefficients C,, are shown in Fig. 3. The blade surface
coordinate s/ C=0.0 corresponds to the trailing edge of the suction
side. The blade stagnation region then is located at s/C=1.50
where C,, is the highest. The C,, distributions on the suction sides
downstream of the throat region (s/C<1.20) for the center blade
and the inner blade (pressure-side blade) are slightly offset from
each other. However, in general, the static pressure coefficients are
in reasonable agreement on all sides in the two passages, and
reflect periodicity in the two passages.
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Fig. 3 Static pressure coefficients on the three blade surfaces
in the two passages at spanwise location Y/S=0.33

Total Pressure Loss Coefficients Cp, ... The contour plots of
the total pressure loss coefficients in the pitchwise normal planes
at three axial locations (X;/C,,=0.085, 0.424, and 0.916) are pre-
sented in Figs. 4-6 for the baseline, fillet 1, and fillet 2. The axial
plane at X5/ C,,=0.085 is located slightly downstream of the cen-
ter blade stagnation line (see Fig. 2). The plane at X;/C,,
=0.424 is located downstream of the fillets while X;/C,,=0.916
is located slightly upstream of the passage exit plane. In Figs.
4-6, the pitchwise position Z/P=0.0 is always located on the
pressure side. Data measured very close to the pressure and suc-
tion sides are not reported as they are influenced by the flow
blockage between the probe body and the blade surface. Although
measurements have been made up to the mid-span locations, plots
are presented in the area where the differences between baseline
and fillet data are significant.

In Fig. 4, Z/P=-0.30 represents the mid-pitch location at
X/ C,,=0.085, and therefore the region shown corresponds to the
location where the suction-side vortex appears. The direction of
streamwise velocity varies significantly from the pressure side to
suction side in this plane and the probe tip needs to be reoriented
for any measurement for Z/P>-0.30 to be within the yaw cali-
bration range. Such a probe reorientation places the probe tip in a
slightly different axial location than X;/C,,=0.085. Thus, data
are presented only for Z/P<-0.30 where only one probe orien-
tation is maintained at all locations. When the fillets are present,
these measurement locations correspond to the region between the
fillet profiles on the pressure and suction side. No contour data are
present in the bottom left corner for the fillets in Fig. 4 because of
the presence of fillet volume. The high magnitude region of
Cpt10ss Detween Z/P=-0.63 and —0.43 just above the endwall
corresponds to the suction side leg of the leading edge horseshoe
vortex. Both the magnitude of the loss coefficient and the area
representative of the vortex are smaller for fillet 1 and fillet 2
compared to those for the baseline. This indicates that the fillet
reduces the size and weakens the leading edge horseshoe vortex,
which, in turn, decreases the size and the strength of the vortex leg
on the blade suction side (shown in Fig. 4), and also on the pres-
sure side (not shown at X;/C,,=0.085). C,, s contours are
nearly the same above the vortex region (Y/S8>0.06) extending
up to the mid-span for the baseline and the cases with fillets.

At X5/ C,,=0.424, Fig. 5 shows the significantly larger contour
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Fig. 4 Total pressure loss coefficient C,; .55 in pitchwise nor-
mal plane at X;/C,,=0.085 for baseline, fillet 1, and fillet 2

values of C,, for the baseline case in the region between
Z/P=-0.54 to —0.30 and Y/S5=0.01 to 0.1 representative of the
passage vortex. The passage vortex at this position has moved
closer to the suction side, but is still located close to the endwall.
When the size of the passage vortex is compared between the
various cases in Fig. 5, it is clearly observed that the area of the
high contour values (e.g., an arbitrary value of 0.6 may be chosen
for comparison purposes) for fillet 1 and fillet 2 is less than half
the area of that for the baseline. Further, the pressure loss magni-
tudes themselves in the passage vortex regions are lower (by
greater than 10% in local regions) for the cases with fillets than
for the baseline. This further confirms that the fillets reduce both
the size and the strength of the passage vortex. However, in com-
paring the contour magnitudes and size of the passage vortex
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Fig. 5 Total pressure loss coefficient Cp; o5 in pitchwise nor-
mal plane at Xg/C,,=0.424 for baseline, fillet 1, and fillet 2

between fillet 1 and fillet 2, no appreciable differences are seen in
Fig. 5.

Figure 6 compares the C,; ;4 in a plane located downstream of
the passage throat and close to the exit plane of the blade passage
(Xg/C,=0.916). The region shown is primarily occupied by the
passage vortex and represents about 62% of the pitchwise distance
from the suction side to the pressure side at this axial location.
The magnitude of the C,, ,,, contours shown ranges from 0.25 to
nearly 2. From a qualitative perspective, one may consider the
inner core of the vortex to be represented by C,; ,,, magnitudes
greater than 0.85 (arbitrarily selected), while magnitudes in the
range of 0.45-0.85 can be considered to represent the outer por-
tions of the vortex. C,; ;o values of 0.25 may be considered to be
outside the passage vortex region. If one examines the area en-
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closed by a contour level of 0.65, providing a qualitative measure
of the vortex size, it is apparent that the passage vortex is the
smallest for fillet 1 and largest for the baseline unfilleted case. The
inner core of the passage vortex, denoted by the contour values
higher than 0.85, is seen to be lifted considerably above the end-
wall for all the configurations. The center of the vortex appears to
be in the Y/S range between 0.15 and 0.25 (see vorticity contours
in Fig. 7(b)) and appears to be nearest to the endwall for the
baseline case (compare the location of the 0.65 C, g, contour
line for the three cases in Fig. 6). The higher Cp1,10ss Magnitudes
near the bottom left corner in the plots occur due to the presence
of the suction side corner vortex.

The Cp; 045 in Fig. 6 are computed based on the average veloc-
ity at the reference plane as given in Table 3. The average stream-
wise exit velocity is higher (14.5 m/s) and, based on this, the
dynamic pressure in the denominator of Eq. (1) becomes nearly
twice the present value. The C,,; ;.. magnitudes in the free-stream
region will then be nearly half of the present values if the exit
velocity is chosen to normalize the total pressure loss data.
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Normalized Axial Vorticity «,*C/U,,. Axial vorticity is
computed by taking derivatives of the spline-curve fits of the mea-
sured velocity components V and W. The two-dimensional plot of
the axial vorticity component provides a measure of the location
and the strength of the vortex in the axial direction. Contours of
the normalized vorticity components for the baseline, fillet 1, and
fillet 2 are compared at X5/C,,=0.424 and 0.916 in Fig. 7. Be-
cause of the three-dimensional nature of the passage vortex, the
magnitude of the axial vorticity is strongly dependent upon the
orientation of the axis of rotation of the vortex flow. Therefore the
magnitude of the axial vorticity and the location of its peak in a
two-dimensional axial plane cannot be used as a direct measure of
the three-dimensional passage vortex. However, it does enable a
comparison of the vortex strength and size between the various
cases. Positive w,*C/U,,; magnitudes indicate vorticity vectors
in the +X direction and the sense of rotation is in the clockwise
direction.

The high contour magnitudes of the normalized vorticity in Fig.
7, signifying the passage vortex system, are located just above the
endwall at X;/C,,=0.424 (center at Y/S=~0.02, Fig. 7(a)), and
away from the endwall at X;/C,,=0.916 (center at Y/S=0.2,
Fig. 7(b)). At X5/ C,,=0.424 (Fig. 7(a)), the axial vorticity con-
tours show two neighboring regions of vorticity of opposite signs;
the larger positive region represents the pressure side vortex,
which has migrated to the mid-passage region (and is typically
referred to a the passage vortex), and the smaller negative vortic-
ity region is the suction side vortex, which has moved upwards
and is located in a small region adjacent to the suction side and
above the pressure side vortex region. At the same plane, for the
fillet cases, the vorticity magnitudes of the pressure side vortex
are slightly higher as the vortex axis is oriented closer to the axial
direction for the fillets than for the baseline. This will be further
illustrated in Fig. 10 where pitch and yaw angles are presented.
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The vorticity magnitudes of the suction-leg vortex are smaller for
the fillets (Fig. 7(a)) as this vortex structure is weakened by the
fillets (also evidenced earlier in Fig. 4).

At X5/ C,=0.916, Fig. 7(b) shows that the passage pressure
gradients have caused the passage vortex (w,*C/U,,=4.0) to
migrate to the suction side of the blade, and the vortex is lifted
away from the endwall. This is consistent with the pressure loss
contours in Fig. 6; however, as noted earlier, Fig. 7 only presents
one component of the vorticity, and therefore does not fully depict
the three-dimensional vortex structure. The negative vorticity
magnitudes above the passage vortex indicate the suction side
vortex. The w,* C/U,,; magnitudes in the passage vortex region
at X5/C,,=0.916 are slightly smaller compared to those at
X/ C,=0.424. This is partly because the cross flow and passage
structure orient the axis of the passage vortex further away from
the axial direction +X at X;/C,,=0.916. Further, at Z/P <-0.65
the peak vorticity magnitudes (vortex core) of the passage vortex
and suction side vortex for the filleted cases are higher than for the
baseline, indicating the vortex-core axis with the fillets is directed
more toward the +X direction, which is further illustrated by the
flow angles in Fig. 10.

In order to provide a more quantitative comparison, the axial
vorticity data are presented in the form of line plots at two pitch-
wise locations (Z/P=-0.757 and Z/P=-0.619) at X5/C,
=0.916 in Fig. 8. At this axial location, the pitchwise location of
the peak vorticity is near Z/ P=-0.7 (see Fig. 7(b)). Therefore the
Z/P=-0.757 and Z/P=-0.619 locations are chosen for quantita-
tive comparison. As the passage vortex is lifted away from the
endwall at this axial location, the positive vorticity values associ-
ated with the vortex are the highest in the spanwise region 0.15
<Y/$§<0.21. At Z/ P=-0.757 the highest vorticity in the passage
vortex is associated with fillet 2 followed by fillet 1, while at
Z/P=-0.619 the highest axial vorticity is associated with the
baseline case with no fillets. This indicates that the vorticity peaks
closer to the suction surface in the presence of fillets, and there-
fore the center of the vortex inner core (region with higher vor-
ticity values) is located closer to the suction surface with the fil-
lets. Fillet 2 moves the vortex closer to the suction surface
compared to fillet 1. Note that at Z/ P=-0.619, the axial vorticity
values for the baseline are higher over the spanwise extent from
Y/S=0 to 0.23, while the baseline values at Z/P=-0.757 are
comparable to both the fillet values near the endwall (Y/S<0.1).
This is clearly indicative of the smaller size (in the pitchwise
direction) of the passage vortex for the filleted cases.

Normalized Secondary Velocity Vectors. The normalized sec-
ondary velocity vectors at X5/C,,=0.085 and X5/C,,=0.916 are
presented in Fig. 9. As in [11,22] the vectors are determined from
velocity components (V and V,, in Fig. 2) that are normal to the
local streamwise direction at the mid-span. The velocity compo-
nent V is obtained from the direct measurements of the five-hole
pressure probe, while V,, is computed from the following equa-
tion:
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3)

where ¢,,, is the local yaw angle at the mid-span at a pitchwise
location, and U and W are measured velocity components along
the axial and pitchwise direction, respectively. The velocity com-
ponents are then normalized by U, in Table 3 to obtain the plots
in Fig. 9. The length of a unit vector is also shown at the top of
each figure for comparison.

The baseline velocity vectors in Fig. 9(a) show clear indication
of the counter-clockwise rotating suction side vortex between
Z/P<-0.54 and Y/S<0.04 near the suction side. For fillet 1, a
clear vortex structure is not apparent at the same location near the
suction side although there is a general counter-clockwise orien-
tation of the velocity vectors. For fillet 2, a weakened vortex
structure can, however, be seen. This indicates that the suction
side vortex is weakened more by fillet 1 than by fillet 2.

Figure 9(b) shows the secondary velocity vectors in the
passage vortex region at X5/C,,=0.916 for the baseline and fil-
lets. The clockwise rotating passage vortex is clearly apparent
between Y/S$=0.05 and 0.24 for all the configurations. However,
two differences are discernible in the passage vortex structure
between the baseline and fillets: (1) Vortex center: the center of
vortical flow is located at (Z/P,Y/S)=(-0.60,0.17) for baseline,
(Z/P,Y1S8)=(-0.65,0.17) for fillet 1, and (Z/P,Y/S)=(-0.68,
0.17) for fillet 2. This indicates that the fillets move the passage
vortex slightly closer to the suction surface. (2) Vortex size: the
vortex size indicated qualitatively by the turning vectors is some-
what smaller for the fillets than for the baseline. These differences
are more apparent in the secondary flow vector plots in Fig. 9(b)
than in Fig. 7, which presents the axial vorticity, since the second-
ary flows are normal to the local streamwise direction.

V, = Usin (@) + W cos (¢,,,)
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Fig. 10 Flow angles at X;/C,,=0.916 for baseline, fillet 1, and
fillet 2

Flow Angles. The yaw and pitch angles provide a measure of
the direction of the secondary flows and the orientation of the axis
of vortex rotation in a plane. Figure 10 shows the local pitch and
yaw angles in the X;/C,,=0.916 plane. These angles are mea-
sured relative to the axial direction +X as mentioned earlier. As
will be seen, these flow angles provide more direct quantitative
comparisons between the baseline and filleted cases, and bring out
differences that were harder to discern in the earlier plots of axial
vorticity or secondary flow vectors.

The high magnitudes of positive pitch angles for Z/P <-0.67
and Y/S§<0.23 signify the passage vortex location near the suc-
tion side. These large pitch angles are a consequence of the ver-
tical velocity component associated with the passage vortex,
which, in turn, skews the streamwise velocity. The peak pitch
angles are clearly higher for the baseline case, and these higher
values are associated with the stronger passage vortex. Further the
region associated with the positive pitch angles is larger for the
baseline case indicative of the vortex size. No significant differ-
ence is seen between the filleted cases, with fillet 2 showing only
slightly lower values than fillet 1.

Significant differences in the yaw angle contours are seen be-
tween the baseline and fillet cases, as seen in Fig. 10. These dif-
ferences are perhaps most evident in the vicinity of the vortex
core corresponding to the locations of contours of magnitude
53 deg and lower. Yaw angles are smaller for the fillets in this
region corresponding to the vortex core, as well as in the region
Z/P<-0.60 and Y/S5<0.10 (below the vortex core). These lower
yaw angle values imply that the passage vortex is more oriented in
the axial direction with the fillets.
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Pitchwise-Averaged Total Pressure Loss Coefficients and
Flow Angles. Figures 11 and 12 present the pitchwise-averaged
total pressure loss coefficients and flow angles, respectively, in
three pitchwise normal planes. To determine the pitchwise-
averaged quantity at a Y/S location, the local data is arithmeti-
cally averaged over a constant pitchline at that particular Y/S
location. These two plots provide a summary assessment of the
effect of fillets.

Figure 11 shows that the pitchwise-averaged C,,; ,,, distribu-
tions at X;/C,,=0.085 decreases as Y/S increases. High values
near the endwall occur because of the strong secondary motions in
the suction side leg vortex. The average Cp 5 at Xg/Cox
=0.085 is about 9.0% to 13.0% smaller between Y/S$=0.02 and
0.04 with the fillets than for the baseline. This occurs because of
the stronger suction leg vortex structure in the baseline configu-
ration. At X/ C,,=0.679, the pitchwise-averaged C, ;o increases
from Y/5=0.01 to 0.10 because the passage vortex has moved
away from the endwall, and the vortex core is located close to
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Fig. 12 Pitchwise-averaged flow angles for baseline and fillets

Y/S=0.1. At this X;/C,, location, the peak pressure loss coeffi-
cient is 9.0% and 17.0% lower for fillet 1 and fillet 2, respectively,
compared to the baseline. At X;/C,,=0.916, the pitchwise-
averaged C), 1, distribution is the lowest for fillet | in the region
¥Y/§<0.20 in Fig. 11. The average C,; ,, for both the fillets is
much lower for Y/S5>0.27 compared to the baseline data. Clearly,
at this X5/ C,, location, the effect of the passage vortex extends to
mid-span locations (and beyond, although no measurements were
taken beyond Y/S§=0.5), and the fillets favorably affect the pres-
sure loss coefficients over most of the vertical span of the blade.
This was seen earlier in the pressure loss contours in Fig. 6.

Pitchwise-averaged flow angles in Fig. 12 are plotted at the
same axial locations as the average pressure loss coefficients in
Fig. 11. At X5/C,,=0.085 the average pitch angles are signifi-
cantly higher for the baseline and fillet 2 than for fillet 1 as the
suction side leg vortex is the weakest for fillet 1 in this plane (see
Fig. 9). Since the passage vortex migrates upwards and grows in
size, the average pitch angles at X;/C,,=0.679 and 0.916 peak at
higher Y/S§ locations. At X5/C,,=0.679, the average pitch values
near the peak of the distribution at Y/S=0.08 are considerably
smaller (nearly 30%) for fillet 2 than for fillet 1 and baseline. At
X/ C,,=0.916, the average pitch angles are the highest for the
baseline for ¥/S5<0.20 and are again smallest for fillet 2. These
observations are consistent with the pressure loss and velocity
vector plots presented earlier, with fillet 1 being the most effective
in reducing the suction side leg of the horseshoe vortex and fillet
2 being the most effective further downstream in reorienting the
passage vortex toward the axial (+X) direction.

For the pitchwise-averaged yaw angles the most notable differ-
ence is observed at X5/ C,,=0.085, where the negative yaw angles
are reduced considerably in magnitude (in the range of
10-15 deg) by fillet 1 in the suction-leg vortex region. At other
Xg/C,, locations, no substantial differences in the averaged yaw
angle are seen between the three cases, although local differences
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Table 4 Overall mass-averaged Cp; o5

Axial distance X/ C,=0.679 X4/ C,=0.916

Biaseline Cprioss=0.18 Cpr1oss=0.37
F¥Het 1 Cp[,lm.vzo' 17 Cpl,losxzosz
Fillet 2 Cprioss=0.14 Coiioss=0.35

were observed earlier in Fig. 10. This reflects the effect of
pitchwise-averaging that smoothens out the differences. At
X5/ C,=0.916, the average exit angle for the three-dimensional
GE-E’ blade [30] in an actual turbine stage is reported to be
66.0 deg. The measurements in [30] are reported for high speed
compressible flows, 3D airfoil geometry, and pressure ratio of 1.7.
In the present low-Mach number study, at X5/C,,=0.916, the
measured average yaw angle in the two-dimensional cascade is
about 60.0 deg with and without the fillets.

Table 4 provides the overall mass-averaged pressure-loss coef-
ficient data in the axial planes at X;/C,,=0.679 and 0.916. The
overall pressure loss coefficients C,, ,, increase with the axial
distance, which is consistent with the local distributions presented
earlier. In the throat region, at X;/C,,=0.679, the mass-averaged
Cpyi0ss 1 the lowest for fillet 2, while near the exit (at X5/ Cyy
=0.916), the mass-averaged C,,, ;,,, is the lowest for fillet 1 (about
14% smaller compared to the baseline case) as seen earlier in
Figs. 6 and 11.

Concluding Remarks

Detailed measurements of the secondary flow structures in a
linear blade cascade passage are presented with and without lead-
ing edge fillets. Two types of leading edge fillets are employed at
the blade leading edge, one with a linear profile (fillet 1) and the
second with a parabolic profile (fillet 2). Measurements are pre-
sented for both the baseline and the filleted cases, and include
total pressure loss coefficient, nondimensional axial vorticity, nor-
malized secondary velocity vectors, and yaw and pitch flow
angles at different axial planes.

The following are the key observations made in this study.

¢ Immediately downstream of the leading edge, the fillets
weaken the suction-side leg of the horseshoe vortex, in size
and strength, and the associated pressure loss coefficients
and pitch angles are lower. Fillet 1 is the most effective in
reducing the vortex at this early stage in the vortex devel-
opment. Fillet 1 is also the most effective in reducing the
pitch and yaw angles at this location.

e The passage vortex, as it develops downstream in the pas-
sage, is lifted away from the end wall and migrates toward
the suction side of the blade. At X;/C,,=0.424, upstream of
the throat, and at X;/C,,=0.679 (throat) the passage vortex
is still weaker (represented by lower pressure loss coeffi-
cient) and smaller in size for the filleted cases.

e Near the trailing edge of the passage, the passage vortex is
smaller in size with the fillets, and is shifted closer to the
suction surface. This leads to lower pitchwise-averaged
pressure loss coefficients for the filleted cases. At the trailing
edge of the passage, fillet 1 has the lowest pitch-averaged
loss coefficients, with the peak pitchwise-averaged values
for fillet 1 being 14% lower than for the baseline, and the
impact of the fillets in reducing pressure losses extends be-
yond the mid-span.

e The passage vortex impacts the pitch and yaw angles con-
siderably. The pitch and yaw angles are both reduced by the
fillets. On the suction side and slightly downstream of the
inlet, flow pitch angles are strongly negative above the fillet
profile, which in turn contribute to the significantly reduced
average pitch angles near the endwall for fillet 1. Near the
trailing edge, the passage vortex for the filleted cases is

MARCH 2007, Vol. 129 / 261

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



oriented more in the axial direction (lower yaw angles) com-
pared to the baseline case, and exhibits lower pitch angles.

*  While both fillets reduce pressure loss coefficients across the
passage, fillet 1 appears to exhibit greater reductions in pres-
sure loss coefficients.
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Large Eddy Simulation of
Acoustical Sources in a Low
Pressure Axial-Flow Fan
Encountering Highly Turbulent
Inflow

A large eddy simulation (LES) was applied to predict the unsteady flow in a low-speed
axial-flow fan assembly subjected to a highly “turbulent” inflow that is generated by a
turbulence grid placed upstream of the impeller. The dynamic Smagorinsky model (DSM)
was used as the subgrid scale (SGS) model. A streamwise-upwind finite element method
(FEM) with second-order accuracy in both time and space was applied as the discreti-
zation method together with a multi-frame of reference dynamic overset grid in order to
take into account the effects of the blade-wake interactions. Based on a simple algebraic
acoustical model for axial flow fans, the radiated sound power was also predicted by
using the computed fluctuations in the blade force. The predicted turbulence intensity and
its length scale downstream of the turbulence grid quantitatively agree with the experi-
mental data measured by a hot-wire anemometry. The response of the blade to the inflow
turbulence is also well predicted by the present LES in terms of the surface pressure
Sfluctuations near the leading edge of the blade and the resulting sound power level.
However, as soon as the effects of the turbulent boundary layer on the blades become

important, the prediction tends to become inaccurate. [DOI: 10.1115/1.2427077]

1 Introduction

The aero-acoustic noise of a low-Mach-number axial flow fan
results from the encounter of the blades with inflow disturbances
(gust noise), interaction of the rotating blades with stationary parts
such as stator vanes and motor struts (interaction noise), and the
flow over the blades themselves (self noise). The first noise source
may sometimes dominate the overall noise level from a fan be-
cause it drastically increases the noise level when exists. For ex-
ample, axial flow fans used in air conditioning systems often suf-
fer from poor inflow conditions. They range from steady but
spatially asymmetric velocity profiles of the inflow due to non-
ideal intake geometry, to ingested vortices or turbulence that fluc-
tuate with respect to time. The resulting periodic and/or random
forces acting on the blades cause tonal and/or broadband gust
noise.

Previous studies that used advanced numerical methods have
helped to advance the understanding of the generation of fluctu-
ating pressures and resulting forces on axial flow fan blades. For
example, Algermissen et al. [1] employed the unsteady-Reynolds-
average-Navier-Stokes (URANS) method to predict the noise ra-
diation from axial flow fans for use in automotive cooling. Struts
were placed directly upstream of the fan impeller. Kouidri et al.
[2] investigated the effects of swept blades on the aerodynamic
and acoustic behavior of low-pressure fans. Their numerical simu-
lations yield steady and unsteady loading on the blades, which
they subsequently fed into the Ffowcs Williams and Hawkings
formulation [3] to obtain acoustic spectra. Despite the relatively
small size of the computational grids, their computations show a
satisfactory agreement with the measured performance of the fan
[1,2]. Algermissen et al. [1] also compared the predicted sound
pressure spectrum with measured quantities and obtained a rea-
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sonable agreement for the tonal noise components that result from
the periodic interactions between the rotating blades and the sta-
tionary struts placed just upstream of the blades. Their computa-
tion, however, failed to predict noise spectra in the case where
upstream struts are removed. For this case, the broadband compo-
nents dominate the overall noise level. Computations based on
URANS may be able to predict some parts of the broadband noise
if the turbulence model is properly selected or tuned. Large eddy
simulation (LES) is, however, much more suitable for predicting
broadband noise because it directly computes inviscid interactions
of vortices larger than the numerical grid, from which “turbu-
lence” essentially originates.

You et al. [4] employed LES to investigate the tip clearance
flow. Based on LES Kato et al. [5] developed a numerical code
and applied it, for instance, to the prediction of the internal flow of
the complete stage of a mixed-flow pump. The predicted unsteady
flow field agreed reasonably well with the measured quantities.

This paper is concerned with the LES prediction of the dipole
sound sources of an axial flow fan. Basically, the dipole sources
are the fluctuating forces set up on the fan blades due to the
unsteady flow. Primarily we investigate a fan assembly where the
blades are subjected to highly turbulent ingestion. The turbulent
velocity fluctuations are generated by a coarse grid installed up-
stream of the impeller. The complex wake/vortex flow behind the
turbulence grid is thought to produce both “random” (i.e., broad-
band) and periodic velocity fluctuations. The former dominates
the overall fluctuations. In addition, we consider those cases
where the turbulence generator is removed. We present and com-
pare LES predictions and measurements, concentrating on veloc-
ity fluctuations downstream of the turbulence generator and the
unsteady pressure fluctuations on the fan blades. Furthermore, a
simple algebraic acoustic model is employed to predict a first
order approximation of the resulting aeroacoustic dipole sound.
Given limited (but still large) computer capacity we try to give
further insight into the predictability of broadband noise by a high
level numerical method such as LES.
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Fig. 1 Fan assembly with main flow from right to left. Clean

inflow (Cl) condition is achieved by removing the turbulence
generator.

2 Fan Assembly

The fan assembly investigated in the present study is depicted
in Fig. 1. The axial-flow impeller has a diameter of D=300 mm
and a hub/tip ratio r;/r,=0.45. It is installed in a circular duct
without guide vanes and rotates at 3000 rpm, resulting in a tip
speed U=47.1 m/s and a circumferential Mach number Ma
=0.14. The six cambered blades have a NACA 4509 profile. The
Reynolds number, based on the chord length C of the blade and
the mean relative flow velocity, varies from 118,000 at the hub to
178,000 at the tip. The radial tip clearance is 0.5 mm, which cor-
responds to 0.18% of the rotor diameter D or 0.9% of the blade
chord C at the tip. The operating point of the maximum efficiency
(designed operating point) corresponds to a volume flow rate of

V=0.59 m?/s. This operating point was selected for all the inves-
tigations in this study. A turbulence generator is installed 0.56D
upstream of the impeller’s leading edge plane (hereafter, referred
to as the “reference plane”). The turbulence grid is made up of
nine struts with a square cross section of 15X 15 mm?” and a sepa-
ration distance of 60 mm. This case is hereafter referred to as the
“highly turbulent inflow conditions” (HT). The impeller may also
run without this turbulence generator, which is hereafter referred
to as the “clean inflow condition (CI).”

3 Simulation Method

The numerical flow code employed throughout this study is
named FrontFlow/blue; it was developed by C. Kato and has been
successfully used for various applications (see, e.g., [6,7]). The
code is based on a finite element discretization of the governing
equations.

3.1 Governing Equations. The governing equations are the
spatially filtered continuity equation (1) and the Navier-Stokes
equations (2) in Cartesian coordinates:

oi;
e 1
ox, (1
J J lop 0 du; Ju; —_
—17[+—17,-17j=———p+— v(—’+—‘)—ui’u5 +f; (2)
ar' ox; px; 0x; ax;  ox; J

where the overbar denotes the grid scale (i.e., resolved scale)
components while the apostrophe indicates the subgrid scale (un-
resolved scale) components that have to be modeled. In Eq. (2) f;
represents the inertial force associated with the motion of the
frame of reference. In particular, for a rotational frame of refer-
ence the centrifugal forces and the Coriolis forces must be taken
into account while in the stationary frame of reference f; is set to
Zero:
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The subgrid scale stresses are modeled according to Smagorinsky

[8]:

o 1 o aﬁl Ju;
uju; — g‘si_/‘”k”k =- Vscs(g + ;) (4)
j i
— _ — 1(du;, Ju;
vss = (CsA)’ V2SS, ;= 5(; * ;> ©)
j i

In the present study, the model coefficient Cy is determined as a
function of flow state as proposed by Germano [9,10] since a
preliminary investigation showed that it gives better predictions of
the overall performance of the fan than the standard Smagorinsky
model does. In Eq. (5), A is the size of the grid filter that is equal
to the minimum length of each element [10].

3.2 Numerical Scheme. In an LES the motion of large eddies
is resolved directly by the numerical grid. This requires a high
accuracy and stability of the discretizing method. Numerical
schemes with a high numerical dissipation are not appropriate
because they would damp out the motion of large eddies. In this
study, a streamline-upwind finite element formulation previously
reported by Kato and Ikegawa [11] is used to discretize the gov-
erning equations. This scheme combines the streamline upwind-
Petrov-Galerkin (SU-PG) method [12] with the Taylor-Galerkin-
method [13] and has second order accuracy in terms of both space
and time. For solving the filtered continuity equation, the frac-
tional step method is used with the BiCGStab method [14] as the
matrix solver. Details of the numerical scheme have been de-
scribed by Kato and Ikegawa [11] and Kato et al. [6].

The flow field in the investigated fan assembly is rather com-
plex and the characteristic Reynolds number is comparably high.
This requires a large number of grid elements, which results in an
unacceptably long computational time if a single CPU is used for
the computation. Therefore, the numerical formulations are imple-
mented as a parallel code by using the domain decomposition
programming model.

The interactions between the rotating impeller and the station-
ary parts are taken into account by a dynamic oversetting of the
grids for multiple frames of reference [6]. Each grid domain in-
cludes appropriate overlapped regions with its neighboring grid
domains downstream and upstream. At each time step in an over-
set region, the values of the static pressure and the velocity com-
ponents are interpolated to the corresponding neighbor element by
a tri-linear interpolation. Due to the different frame of reference,
the overset velocity components require an appropriate coordinate
transformation between the rotational and stationary domains. In
order to achieve a higher flexibility of grid generation, the over-
setting method can also be used without a change of the reference
system. With this static oversetting grid, blocks of different grid
topology and density can be connected. The interpolation method
has been discussed in detail by Kaiho et al. [15].

3.3 Numerical Grid and Boundary Conditions. The nu-
merical grid is divided into four sections as shown in Fig. 2. The
most upstream grid covers the inlet section, i.e., a cylindrical duct.
A uniform axial velocity profile is set at the inlet. Because of the
complex geometry associated with the turbulence generator, a
static oversetting is used between the turbulence generator and
inlet sections. The impeller grid downstream of the turbulence
generator is divided into several blocks with each blade passage
occupying five blocks. An O-grid is used near the blade region.
Each blade passage has approximately 450,000 grid elements. In
order to reduce the computational cost, the leakage flow through
the tip clearance is not simulated.

The hub of the impeller is extended down to the outlet as in the
experiments mentioned later. At the outlet boundary surface the
static pressure is set to zero. The “outlet” boundary condition
implemented in the code is not able to handle reverse flows. In
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Fig. 2 Numerical grid of the complete flow domain (top) and
details in the vicinity of the fan blades (bottom)

order to prevent reverse flow from taking place at the outlet dur-
ing iteration, the circulation generated by the impeller must be
damped before the flow reaches the outlet boundary. This is
achieved by using an artificial duct section upstream of the outlet
boundary with a sudden expansion and a subsequent gradual con-
traction of the cross-sectional area (diffusor/nozzle). A no-slip
wall condition is applied to all wall boundaries of the flow
domain.

In order to ensure an acceptable simulation time, the overall
number of the hexahedral elements for the entire flow domain is
limited to approximately 5 million. Keeping this number of ele-
ments constant, the numerical grid was optimized iteratively dur-
ing this study in order to achieve the best possible prediction of
the flow field of interest. Note, however, that due to this limitation
the turbulent boundary layer that develops on the suction surface
of the blades as well as on the casing wall is not resolved by the
present LES.

Initially the velocity and the pressure are set to zero in the
whole flow field. In order to stabilize the simulation at the initial
stage of the calculation, an exponential start-up function is used
and the velocity is gradually increased at the inlet boundary. The
time increment Afg,,,, which is primarily determined by the sta-
bility limit of the simulation, is set such that 10,000 time steps
corresg)onded to one revolution of the impeller, i.e., Afg,;,=2
X107 s.

4 Validation and Verification

Because of the complexity of the flow field in the fan assembly,
the numerical results are validated in the following two different
conditions: first by considering flow through the turbulence gen-
erator with the fan blades removed and second by analyzing the
flow through the impeller with clean inflow (CI). For the former
case, the calculations are done only with the hub. For both cases
some measurement data are available from [16,17].

4.1 Flow Downstream of the Turbulence Generator. In or-
der to validate and verify the accuracy of the predicted steady and
unsteady flow in the vicinity of the turbulence generator, the fan
blades are removed from the hub as in the experiments reported
by Schneider and Carolus [17]. The numerical grid is subdivided
into four sections in the stationary frame of reference as shown in
Fig. 3. Turbulent statistics are compared with measured quantities
at three monitoring points on the reference plane shown in Fig. 4:
P1 just behind a strut of the turbulence generator, P2 behind a

Journal of Fluids Engineering

Turbulence
Generator

Reference
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Oversetting Region

Fig. 3 Overview of the numerical grid for the case without fan
blades

joint of two struts, and P3 behind an open area between two struts.
At these points the local streamwise turbulence intensity defined
by Eq. (6)

W!
— (6)

Wioe

)

Tuloc =

the integral length scale of the axial velocity

e =1, f = ),l;( ! 4r (7)
0 WI,HC

and the temporally averaged axial velocity v%loc are calculated.
In order to investigate the grid dependency of the computed
results, two different grids with approximately 1.5 million (G1)

Fig. 4 Monitoring points in the reference plane 0.56 D down-
stream of the turbulence generator
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Fig. 5 Local turbulence intensity, integral length scale, and
mean streamwise velocity behind the turbulence generator at
three monitoring points: comparison of predictions (G1=1.5
million, G2=3 million grid elements) with measurements

and 3 million (G2) grid elements were investigated.

Figure 5 compares the predicted and measured (by hot-wire
anemometry [17]) turbulence intensity, integral length scale, and
mean streamwise velocity at the three monitoring points. Consid-
ering the uncertainties in the measurements, the agreement be-
tween prediction and measurement is satisfactory. The finer nu-
merical grid G2 tends to yield a better agreement.

Figure 6 depicts fringe plots of the predicted distribution of the
temporally averaged axial velocity in the reference plane, normal-

ized by the inflow velocity wyo=V/(0.257D?). The wake/vortex
structure of the flow is well predicted both quantitatively and
qualitatively. In addition, the predicted turbulence intensity and
the length scale are in the same order of magnitude as found
experimentally by Roach [18].

Figure 7 compares power spectral density of the axial velocity
fluctuations PSD,,=d(w,2/w?,))/df at the three monitoring points.
Here the influence of the computational grid becomes evident.
The cutoff frequency, where the predicted spectrum starts to de-
viate from the theoretical slope '3 of the inertia subrange, is
approximately 200 Hz for the coarser grid (G1) and 300 Hz for
the finer grid (G2). Note that the finer grid improves the agree-
ment with the measurements also in the low frequency range from
10 to 100 Hz. These facts clearly indicate that the energy cascade

1.8
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0.8
0.6
0.4

0.2

0.0

0 0.1 0.2 0.3 0.4 0.5

from the mean shear to the resolved smallest scale is more accu-
rately reproduced with the finer grid. Thus, all the results men-
tioned later are obtained utilizing the finer grid G2.

4.2 Characteristics of the Fan With Clean Inflow (CI). The
accuracy of the predicted flow field in the impeller is validated in
terms of the fan characteristics for the clean inflow case. The LES
is performed for two different sizes of the numerical grid around
the impeller: 2.9 million (G3) and 3.3 million (G4) grid elements.
G4 not only differs in the number of elements but also in their
distribution. Compared to G3, the cell density around the blade is
increased by approximately 80%, which results in 18,000 ele-
ments per blade surface.

Figure 8 compares the predicted total-to-static pressure rise and
total-to-static efficiency with the measured equivalents, where the
volume flow rate coefficient, pressure-rise coefficient, and total-
to-static efficiency are defined as:

14 Apy, VApts
= ; Y: —; \'= 8
¢ 2 ] A 7T2p . R P (®)
—D’n —D"n
4 2

The power P in the total-to-static efficiency 7, is obtained via
integration of the time averaged surface pressure over all blade
surfaces. Taking into account that the tip clearance is not included
in the LES, the agreement is rather satisfactory. In terms of the
predicted fan characteristics the influence of the numerical grid
size is marginal. Nevertheless, all subsequent calculations are car-
ried out with the finer grid G4.

5 Results and Discussion

5.1 Unsteady Data Processing. In order to avoid effects of
the unphysical flow field during the startup of the calculation on
the statistical averages, the evolution of the impeller forces is
monitored for the case of the highly turbulent (HT) and clean
inflow (CI). Figure 9 shows fluctuations of the predicted impeller
forces during the data-sampling period that corresponded to ten
revolutions of the impeller. F,,, the lateral component of the force
perceived from the stationary frame of reference, fluctuates
around zero as expected whereas the magnitude of the force F,
dominated by the axial component, is nearly steady. Apparently
both quantities are in a statistically equilibrium state and no ef-
fects of the initial condition can be detected.

The power spectral density is estimated by dividing the discrete
time signals into seven sections with 50% overlapping, applying a
Hanning window, and averaging the spectrum from all sections.

0.2
/D

Fig. 6 Comparison of the predicted and measured distribution of the mean streamwise velocity normalized by the inflow
velocity in the reference plane behind the turbulence generator. The dashed lines indicate the position of the struts of the

turbulence generator.
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Fig. 7 Comparison of the predicted and measured power
spectral density (PSD,,) of the nondimensional axial velocity
fluctuations at three monitoring points in the reference plane

The choice of seven sections (instead of ten corresponding to the
number of the impeller’s revolutions) avoids synchronous signal
averaging. Namely, those events that are in phase with the blade
rate are not enhanced, by contrast to the data processing in [19].
The reference pressure in the sound pressure levels is taken as
Po=2X 107 Pa.

Journal of Fluids Engineering

0.4 T T T T T T T 0.8
—— Exp.

0.351 40.7
O v LES G3

0.34 10.6
% v, LES G4

0.25 ——n, Bxp. o5
= LES G3 I
» 02 o m, {04 =
s % m LESG4 <
0.15 103
0.1 10.2
0.05 10.1

005 01 015 02 025 03 035
¢[]

Fig. 8 Comparison of predicted total to static pressure rise
and efficiency with measurements [16]; G3=2.9 million, G4
=3.3 million grid elements

5.2 Unsteady Flow Field and Blade Surface Pressure
Fluctuations. Figure 10 depicts distributions of the root-mean-
square (rms) values of the static pressure coefficient c,
=p/(0.5p7D*n?) on the blade surface. A characteristic difference
between clean inflow (CI, left in Fig. 10) and turbulent inflow
(HT, right) can be observed in the blade leading edge region.
Compared to the CI case HT yields significantly higher rms val-
ues. However, the influence of the incident turbulence tends to
vanish towards the trailing edge and in the tip region where fluc-
tuations become large, irrespective of the inflow conditions. This
trend agrees well with the measured surface pressure response of
an isolated NACAOO012 airfoil to ingested turbulence as reported
by Paterson and Amiet [20] and our own measurements on a ro-
tating fan blade surface [21,22].

In order to further illustrate the effects of the incident turbu-
lence on the flow field, Fig. 11 shows instantaneous distributions
of the static pressure coefficient and the surface streamlines on a
blade surface and the velocity magnitude in the rotating frame of
reference on the mid-span plane. The velocity is normalized with
the impeller’s tip speed. Each time instant corresponds to 3.6 deg
rotating angle of the impeller. At time 7' the solid arrow points at
a surface streamline that is more or less parallel to the main flow
direction. This indicates that the flow angle coincides with the
camber angle at the leading edge. At time 7, the region of high
velocities at the suction side just downstream of the leading edge
is expanding, and the surface streamline is now perpendicular to
the main flow direction. Obviously, at this time instant (75) the
ingested turbulent eddy is convected with a reduced velocity,

0.7 T T T T T T T T T 21

051 118

rx NI
F[N]

——LESCI |73
——LES HT

-0.7

0 0.02 0.04 006 0.08 01 012 0.14 0.16 0.18
t[s]

Fig. 9 Predicted fluctuations of impeller forces in a fully de-
veloped state
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Fig. 10 Root mean square values of static pressure coefficient c,; left: clean inflow (Cl), right: highly turbulent inflow (HT)

which causes a change of incidence and thus a partial flow sepa-
ration. The separation bubble generates a pressure foot print on
the blade surface. As the region of high velocity is convected
downstream (75 and T}), the separation bubble vanishes and the
pressure foot print moves downstream along the blade surface.
Downstream approximately of the mid-chord the stretched spots
of constant wall pressure disintegrate into many smaller spots. A
similar streamwise stretching of structures on the suction side on a
blade was observed by Opiela et al. [23], who investigated the
interaction of the wake from an upstream cylinder with a turbine
blade. Their LES showed that the boundary layer on the turbine
blade is strongly affected by the periodic wake of the cylinder.

Figure 12 depicts the predicted and measured [22] power spec-
tral density levels of the wall pressure fluctuations PSDL,
=101log [d(ﬁs’pzl pd)/df] dB on the blade suction-side at approxi-
mately mid-span. Two monitoring points, P4 close to the leading
edge and P5 near mid-chord, are selected for comparison. The
predicted power spectra from all six blades are averaged in order
to reduce statistical uncertainty. When comparing with measure-
ments from [22], one has to keep in mind that the experimental
data contain effects that were not present in the LES. Namely, the
tonal peaks are attributed to a large-scale stationary nonuniformity
of the inflow in the circumferential direction that is due to a
slightly asymmetric inflow condition in [22]. Also, the bandwidth
of the power spectra are Afp=3.125 Hz and 17.52 Hz for the
measurements and calculations, respectively. The relatively large
bandwidth is selected for the calculations in order to reduce sta-
tistical uncertainty of the spectra that are estimated from time
history data for a relatively short period.

At the leading edge monitoring point P4, the predicted and
measured spectra agree very well for the HT case (see Fig. 12(a)).
For the CI case the computed spectrum is overpredicted. At mid-
chord point P5 all surface pressure spectra are more or less over-
predicted (see Fig. 12(b)). One reason for the systematic overpre-
diction by the LES method could be the relatively coarse
numerical grid in the near-wall region of the blade. Although we
used the finest possible grid within this study (G4), the cell den-
sity allowed us to resolve only large scale turbulent structures
either from the inflow or those generated in the near-wall region
of the blades. The breakdown of these large structures into smaller
eddies is numerically limited by the (chosen) size of the grid
elements in the near-wall region. The overpredicted turbulence
downstream of the turbulence generator (see Fig. 5, numerical
grid G2) may have also contributed to the observed differences to
some smaller extent.

268 / Vol. 129, MARCH 2007

Figure 13 shows predicted time-average distributions of the
static pressure coefficients on the blade suction-side for the CI
case. In the outer blade region &/(r,—r;) > 0.5, a local separation
seems to occur at around 30% to 40% chord length downstream of
the leading edge. This separation bubble, and any resulting pres-
sure fluctuation, does not seem to be physical and again they are
most likely attributed to the poor resolution of the computational
grid in the near-wall region.

5.3 Unsteady Blade Forces and Radiated Sound. The un-
steady overall forces are evaluated from the blades’ surface pres-
sure fluctuations following two different methods:

i The unsteady pressures are integrated over each blade
separately and subsequently the blade forces are averaged
over all the six blades. This yields the unsteady force on
a representative blade.

ii.  The unsteady pressures are integrated over the entire im-
peller. This yields the unsteady force on the complete
impeller.

The idea behind the first integration method is that each blade is
considered as an incoherently radiating, acoustically compact
sound source; the broadband sound radiated from the complete
impeller is merely a sum of the sound radiated from each of the
blades. By contrast the latter force contains all phase effects of the
individual blade forces.

Figure 14 shows the power spectral density of the computed
forces PSDp=dF?/df. Again, a clear influence of the inflow con-
dition is visible. HT yields larger force fluctuations up to 1200 Hz
than CI. For the HT case, each blade encounters with, during one
revolution of the impeller, eight similar (but not identical) wakes
due to the eight struts of the turbulence generator. The blade force
spectrum thus has a peak at 400 Hz as seen in the upper part of
the figure. In the overall impeller force the 400 Hz peak is can-
celled out because of the 2/37 phase difference between the
single blade forces.

A simple algebraic acoustic model proposed by Morfey [24] is
employed to yield a first-order approximation of the radiated
acoustic power associated with the unsteady blade forces. The
spectral density of the acoustic power PSDp,.=d(P,./ Py)/df be-
comes:

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- Py

®)1=T,

Fig. 11
streamlines (white lines) on a blade surface and relative velocity magnitude (black lines) on the mid-span plane r=0.37D
(normalized by the impeller’s tip velocity) at four consecutive time instances

PSD, () = BE——L—— A psD, (N ()
(i)

pCO 2 ry
where PSDg(f) is the spectral density of the unsteady blade
forces, B is the number of the blades, D is the diameter of the
impeller and duct, p is the density of the fluid, ¢, is the speed of
sound, and A, is a radiation factor, which is 1 for flows with a
Mach number smaller than 0.5. Strictly speaking, this model is
valid only for acoustically compact noncorrelated blade forces.

Figure 15 shows a comparison of the predicted sound power
spectral density with measurements from [25]. The sound power
was measured by means of a microphone placed 3 m downstream
of the rotor in the duct with an anechoic determination. In order to
compensate for pseudo sound, the microphone was equipped with
a slit tube and a nose cone. Since the thus-measured sound power
corresponds roughly to half of the total sound power of the rotor,

Journal of Fluids Engineering

Highly turbulent inflow (HT): instantaneous distributions of the static pressure coefficient (black lines) and surface

the values obtained with Eq. (9) are divided by 2 for comparison.
The upper figure shows predictions by using the averaged un-
steady force on one blade while the middle figure shows those
obtained from the complete impeller force. As seen in Fig. 12 the
measured blade surface pressure fluctuations contain tonal peaks
at multiples of rotor shaft frequency due to effects not present in
the LES. The sound power spectrum obtained from the force on
one blade for HT (upper figure) shows the peak at 400 Hz as in
the blade force spectrum in Fig. 14. However, the sound power
spectrum obtained from the force on the complete impeller
(middle figure), which includes the phase effects of the individual
blade forces, does not show this peak, which is in better agree-
ment to the measurements. The present LES predicts the absolute
levels of the sound power and the differences between CI and HT
cases reasonably well. The discrepancies between the predicted
and measured sound power spectra can be attributed to (i) errors
in the input source data (i.e., the surface pressure fluctuations), (ii)
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Fig. 12 Comparisons of the predicted and measured [22]
power spectral density levels of the wall pressure fluctuations
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clean (Cl) and highly turbulent inflow (HT)
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Fig. 13 Surface pressure coefficient at three blade sections
predicted by LES with numerical grid G4
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Fig. 14 Predicted power spectral density of the unsteady
forces for clean inflow (Cl) and highly turbulent inflow (HT)
cases (upper: representative force on one blade, lower: force
on the complete impeller)

the effects of the tip clearance, which are not included in the
present simulations, and (iii) the limitations of the acoustical
model, which assumes acoustically compact and incoherent sound
sources.
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Fig. 15 Predicted and measured duct sound power spectral
density (upper: predicted from the single blade force, middle:
predicted from the overall impeller force, lower: measurements

[25])
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6 Conclusions

A large eddy simulation (LES) was applied to predict the un-
steady flow in a complete low speed axial flow fan subjected to a
highly “turbulent” inflow. The inflow turbulence was generated by
a turbulence grid placed upstream of the impeller, being part of
the computational domain. With the exception of neglecting the
impeller tip clearance, no further geometrical simplifications were
made.

The dynamic Smagorinsky model (DSM) was used as the sub-
grid scale (SGS) model. A streamwise-upwind finite element
method (FEM) with second-order accuracy in both time and space
was applied as the discretization method together with a multi-
frame of reference dynamic overset grid in order to take into
account the effects of the blade-wake interactions. Based on a
simple algebraic acoustical model for axial flow fans, the radiated
sound power was also predicted by using the computed fluctua-
tions in the blade force.

The LES yields phenomena associated with the steady and un-
steady flow field, which seem very realistic. For instance, it accu-
rately predicted the jet/wake structure downstream of the grid type
turbulence generator. The fan performance and the computed re-
sults are consistent with the known fact that the influence of any
incident turbulence tends to vanish towards the trailing edge of an
airfoil, irrespective of the ingested turbulent structures. The pre-
dicted turbulence intensity and the turbulent length scale down-
stream of the turbulence generator agree reasonably well with the
data measured by the hot-wire anemometry, when a large numeri-
cal grid with 3 million grid elements is employed. In terms of
surface pressure fluctuations on a blade, the response of the blade
to highly turbulent inflow is well predicted at the leading edge
region. However, for clean, i.e., low, turbulent inflow, and further
downstream, the surface pressure spectra are more or less over-
predicted. The chosen cell density of the numerical grid in the
near-wall region of the blades allows us to resolve only large
scale turbulent structures. The large turbulent structures down-
stream of the turbulence generator are predicted reasonably well
as confirmed by Figs. 5-7. But, the large structures computed in
the near-wall region of the blades are not physical because smaller
structures in the near-wall region, which play an essential role for
the determination of the overall structures of the turbulent bound-
ary layer, are not predicted by the present LES due to the limited
number of the numerical grid points. To a lesser extent, the small
overpredictions in the predicted turbulence downstream of the tur-
bulence generator may also contributed to the observed differ-
ences. In order to overcome the grid deficiency in the near-wall
region, it would be worthwhile to consider either a much finer
numerical grid to resolve the near-wall turbulent structures or a
hybrid numerical method (such as the detached eddy simulation).

Despite the above-mentioned deficiencies, the present LES rea-
sonably well predicts the absolute level of the radiated sound
power and the effects of the inflow turbulence on the radiated
sound power. Although the tip clearance is as small as 0.18% of
the rotor diameter and thus neglected in the present LES, it may
affect the vortical structures near the tip and the resulting radiated
sound. Therefore, further improvements in the sound prediction
accuracy may probably achieved by (i) taking effects of the tip
clearance into account and (ii) replacing the simple algebraic
acoustical model by an acoustic field method in addition to the
countermeasures to the poor grid resolution in the near-wall re-
gion already mentioned.

Acknowledgment

This work was supported by the German Academic Exchange
Service (DAAD) and the German Research Foundation (DFG).
We gratefully acknowledge this support.

Nomenclature

B = number of blades

Journal of Fluids Engineering

C = chord length, m
co = speed of sound, m/s
D = impeller diameter, m
f = frequency, Hz
fii=1,2,3) = inertial force, N
L,, = sound power level, dB

Ma = Mach number
n = revolutions per second, 1/s
P = power, W
P, = reference power (10712 W), W
p = pressure, Pa
po = reference pressure (2 X 107 Pa), Pa
r; = hub radius, m
r, = impeller radius, m
t = time, s
Tu = turbulence intensity
u,v,w = velocity components, m/s
u; = velocity components (i=1,2,3), m/s
V = volume flow rate, m3/s
x;(i=1,2,3) = Cartesian coordinates (i=1,2,3), m
x,y,z = Cartesian coordinates, m
Greek Symbol
¢ = volume flow rate coefficient

n,s = total to static pressure rise efficiency

A = integral length scale, mm
v = kinematic viscosity, m?/s
p = density of fluid, kg/m?
Q) = angular velocity, rad/s

Y, = pressure rise coefficient
& = blade coordinates, m

Sub- and Superscripts

= grid scale component
subgrid scale component, fluctuation
= temporally averaged component

!

Abbrevations
CI = clean inflow
HT = highly turbulent inflow
LES = large eddy simulation
PSD = power spectral density
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Thermodynamic Effect on a
Cavitating Inducer
in Liquid Nitrogen

For experimental investigations of the thermodynamic effect on a cavitating inducer, it is
nesessary to observe the cavitation. However, visualizations of the cavitation are not so
easy in cryogenic flow. For this reason, we estimated the cavity region in liquid nitrogen
based on measurements of the pressure fluctuation near the blade tip. In the present study,
we focused on the length of the tip cavitation as a cavitation indicator. Comparison of the
tip cavity length in liquid nitrogen (80 K) with that in cold water (296 K) allowed us to
estimate the strength of the thermodynamic effect. The degree of thermodynamic effect
was found to increase with an increase of the cavity length. The temperature depression
was estimated from the difference of the cavitation number of corresponding cavity con-
dition (i.e., cavity length) between in liquid nitrogen and in cold water. The estimated
temperature depression caused by vaporization increased rapidly when the cavity length
extended over the throat. In addition, the estimated temperature inside the bubble nearly
reached the temperature of the triple point when the pump performance deteriorated.
[DOL: 10.1115/1.2427076]

Tohoku University,
Institute of Fluid Science,
2-1-1 Katahira, Aoba,
Sendai, Miyagi 980-8577,
Japan

Introduction

For the rocket engine turbopump, the inducer is placed up-
stream of the main impeller to improve the cavitation perfor-
mance. This inducer often suffers due to serious cavitating condi-
tions at low inlet pressure. The propellants of Japanese rocket
engines are liquid hydrogen (20 K), and liquid oxygen (90 K).
The thermodynamic effect on cavitation appears notably in these
cryogenic fluids, although it can be disregarded in cold water.

The thermodynamic effect on cavitation can be explained as
follows. The vaporization requires latent heat to be supplied from
the liquid to the interface. Heat transfer from the liquid to the
bubble is possible only if the temperature inside the bubble (7,) is
less than that in the liquid bulk (7). Hence, the vapor pressure
inside the bubble (p,(T,)) is also less than that in the liquid bulk
(p,(T)). Consequently, the pressure imbalance (p,(T.)—pyes) be-
tween the bubble and reference point at infinity decreases. Thus, it
can be understood that the growth of the bubble with the thermo-
dynamic effect is less than that without the thermodynamic effect,
even under the same cavitation number (o) at the reference point
at infinity.

The first study on the thermodynamic effect in pumps was con-
ducted by Stahl et al. [1]. They investigated the thermodynamic
effect based only on the reduction of pump performance (i.e., the
measurable cavitation effect of AH/H=3%) as a cavitation indi-
cator. Although they assumed that “the same extent of cavitation

Contributed by the Fluids Engineering Division of ASME for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received June 23, 2005; final manuscript
received October 26, 2006. Assoc. Editor: Akira Goto.
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is the same damage to the performance,” they did not observe the
cavitation phenomena. Franc et al. [2] recently investigated the
thermodynamic effect based on the measurements of the develop-
ment of leading edge cavitation using refrigerant R114 as a work-
ing fluid. They examined the thermodynamic effect and the onset
of unsteady cavitations (i.e., alternate blade cavitation and rotating
cavitation) based on comparison of the cavity length in R114 with
that in cold water.

In the present study, we also adopted the cavity length of the tip
cavitation as a cavitation indicator. It seems obvious to us that the
tip cavitation plays an important role in cavitation performance, as
well as in cavitation instabilities in inducers. To estimate the cav-
ity length of the tip cavitation in liquid nitrogen, the pressure
fluctuations were measured by using pressure sensors installed on
the casing [3]. Examination of the relation of cavity length with
the thermodynamic effect was done through comparison of the
experimental results in liquid nitrogen with those in cold water.

Experimental Facility

The present study consisted of two types of experiments, ex-
periments in water, in which the thermodynamic effect can be
disregarded, and experiments in liquid nitrogen, in which the ther-
modynamic effect appears distinctly. Both type of experiment
were conducted at the Kakuda Space Center (KSC) of the Japan
Aerospace Exploration Agency (JAXA).

Experiment in Water. Experiments in water were conducted in
the cavitation tunnel shown in Fig. 1. This tunnel is a closed-loop
tunnel, and base pressure and hence cavitation number o are ad-
justed by using the piston installed on the loop. The working fluid
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is cold water at room temperature (296 K) after degassing. The
flow rate is set by a control valve installed downstream of the
inducer. The inducer casing is made of transparent acrylic resin to
permit visualization of the cavitation by use of a video camera.
The rotational speed is 6000 rpm and the flow rate is Q/Qy,
=1.00 (Q, =design flow rate). The rotational speed and the flow
rate were kept constant in the experiment, and the cavitation num-
ber was changed by reducing the inlet pressure.

Experiment in Liquid Nitrogen. Experiments in liquid nitro-
gen were conducted at the Cryogenic Inducer Test Facility (CITF)
[4] shown in Fig. 2. This facility is a blow-down cavitation tunnel,
in which the working fluid is flushed from the run tank to the
catch tank through the inducer test section. The flow control valve
installed downstream of the inducer sets the flow rate, and the

LN, Catch tank

e

LN, Run tank

t%i@ Aot T

zf

Test sect

Fig. 2 Cryogenic inducer test facility

Rotation direction

Por 123435678

7

[ ROSSEN P

Fig. 3 Schematic diagram of the test inducer in liquid nitrogen
showing the location of pressure taps

pressure in the run tank adjusts the inducer inlet pressure. The
inducer casing is made of stainless steel, and thus visualization of
the cavitating inducer is not possible. The rotational speed is
18,300 rpm (equal to that of an acutal turbopump and about three
times that in the water experiment), and the flow rate is Q/Q,
=1.00. Temperature of liquid nitrogen measured at the inducer
inlet was 80 K.

Test Inducer. Figure 3 shows the inducer test section for the
experiment in liquid nitrogen. The inducer used in the liquid ni-
trogen experiment has the same dimensions and geometric con-
figuration as that in cold water. It has three blades with sweep
cutback at the leading edge, and its solidity is about 1.9. The
outlet diameter is 157 mm.

Estimation of Cavitating Region

In the experiment in liquid nitrogen, unsteady pressure sensors
were installed on the casing to estimate the cavitation region.
Figures 3 and 4 show the location of the pressure taps. There are
eight sensors located from the leading edge to the trailing edge
along the blade. The pressure sensors detect the unsteady pressure
caused by the tip cavitation, which includes the tip leakage vortex
cavitation, cavitation in the shear layer between the tip leakage
flow and the main flow, and a part of the attached cavitation on the
blade surface. The sensor is a charge mode pressure sensor (PCB
Piezotronics Inc., model WHI113A) with high resistance to shock
(20,000 g), a wide range of the temperature for cryogenic fluid
(~33 K), and high resonance frequency (250 kHz).

As the sensor cannot detect the DC component of unsteady
pressure, the value of the vapor pressure cannot be measured.
Thus, the vapor pressure was estimated based on the unsteady

Trailing edge

Fig. 4 Location of pressure taps along the blade
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Fig. 5 Waterfall of unsteady pressure waveform at Pos. 4 (un-
certainty in ¢=0.001)

pressure wave form as follows. When cavitation develops on the
suction side of the blade at the tip, the pressure sensor shows a
particular wave form. Figure 5 shows the waterfall of a typical
wave form measured at the location of Position 4 shown in Figs.
3 and 4. Wave forms of 50 rotations are averaged using the trigger
signal of a rotation. The wave form clearly shows the pressure
fluctuation caused by the blade passing at higher cavitation num-
ber. When the cavitation number becomes smaller, a flat region
(colored by light blue) appears at the bottom of the wave form and
extends from the suction side to the pressure side within the in-
terblade. The pressure of this region can be considered to be the
vapor pressure of the cavitation. Thus, we judged this domain as
the region of cavitation.

08

0.6
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o N itrogen B0K)
0.2 : © oWater 296K)
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Cavitaion number o
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Fig. 6 Comparison of the cavitation performance between in
cold water and that in liquid nitrogen (uncertainty in o
=0.001, /4 0=0.01)

Experimental Results

Cavitation Performance. Figure 6 shows a comparison of the
cavitation performances between that in cold water (O) and that
in liquid nitrogen (@). The horizontal axis is the cavitation num-
ber (o), and the vertical axis is the normalized head coefficient
(/). The inducer head in liquid nitrogen is maintained until the
smaller cavitation number. The cavitation performance was
greatly improved due to the thermodynamic effect in liquid
nitrogen.

Regarding the pressure performance in liquid nitrogen, the in-
ducer head trends to increases gradually as the cavitation number
decreases; i.e., pump gain is negative (diy/do<0). The occur-
rence of unsteady cavitation, however, could not be confirmed
from the fast Fourier transform (FFT) analysis of the pressure
fluctuation. As opposed to the result in liquid nitrogen, the perfor-
mance curve was almost flat (di/do=0) in cold water. However,
cavitation surge occurred within 0=0.028-0.045, resulting in the
scatter of ¢ in this range.

Cavitation surge is a kind of system instability and depends on
the pump gain and unsteady characteristics of cavitation, i.e.,
mass flow gain factor and cavitation compliance. It also depends
on the characteristics of the test loop. Unfortunately, full confir-
mation of the thermodynamic effect on the cavitation surge was
not obtained in the present experiment. An extension of the ex-
periment is underway with focus on the influence of the thermo-
dynamic effect on the unsteady cavitation phenomena.

Observation of Cavitation. Figure 7 shows observations of the
cavitating inducer in cold water. The cavity near the tip develops
along the blade as the cavitation number decreases. At the critical
point of the head break (0=0.02), the cavity extends to a position
near the trailing edge. The length of the cavity along the blade was
measured from these pictures. On the other hand, cavitation also
occurs in the backflow upstream of the inducer. However, the
pressure sensor of the experiment in liquid nitrogen could not
detect this backflow vortex cavitation.

Figure 8 shows the unsteady pressure distribution estimated
from the pressure waveform in liquid nitrogen shown in Fig. 5.
The estimated cavitation region (colored blue) develops along the
blade from the leading edge to the trailing edge as the cavitation
number decreases. It turned out that the cavitating region could be
estimated indirectly by examination of the unsteady pressure wave
form, although the kind of cavitation which can be detected by
this method is limited.

Thermodynamic Effect

Stahl et al. [1] proposed liquid thermal cavitation criterion B
(commonly called the B-factor)

0=0.04

0=0.02

0=0.03

Fig. 7 Visualization of the cavitation in cold water (uncertainty in ¢=0.001)
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Stepanoff [5] stated that B is used merely as index of the “ten-
dency” of the liquid to boil or its “readiness” to flash into vapor.
To examine the tendency of the thermodynamic effect in terms of
B, it is necessary to find the temperature depression AT(=T.,
—T,) between the liquid at infinity and the cavity region. AT" is
the characteristic temperature difference that depends only on the
nature of the fluid. In the present study, AT was estimated by the
same method employed in Franc’s work [2]. Here, the present
method is a simplification based only on Eulerian similarity con-
dition and equal intensity of cavitation (quantified by the normal-
ized cavity length), and is implicitly based on the assumption that
no other effects significantly affect cavitation phenomena in nitro-
gen and in water, although the inducer Reynolds number Re
=UD/v (D=diameter of inducer; U=peripheral speed of inducer
tip) for the viscous effect are Re=7.3%10° in water and Re
=1.1x 108 in nitrogen, respectively.

First, the cavitation number o is calculated from the vapor pres-
sure at the liquid temperature at infinity 7.,

Pret — P V(TC/J)
o= 1—
—p,U?
2P1
Second, the cavitation number o, is calculated from the actual
cavity pressure p. equal to the vapor pressure at the actual tem-
perature of the cavity 7.

2)

_ Pref —Pe _ pref_pv(Tc)
g.= 1 =
— U2
2P1

| (3)
_ U2
2Pl

The temperature depression AT caused by the thermodynamic ef-
fect is obtained by Egs. (2) and (3)

T,

1 “d

Ep,UZ(O'C—a')=f diT”dT AT=T,-T. (4)
T,

From Eq. (4), the temperature depression AT can be calculated
from the difference of the cavitation numbers, o.— o, of two cor-
responding conditions. The value o, is obtained from the experi-
mental result without the thermodynamic effect (i.e., in cold wa-
ter), while the value o is obtained from the experimental result
with the thermodynamic effect (i.e., in liquid nitrogen).

Franc et al. [2] adopted the cavity length of the attached cavi-
tation on the blade as a cavitation indicator concerning the corre-
sponding cavitation numbers of . and . They assumed that the
cavity length is a function of only cavitation number o, regardless
of the type of fluid. They observed the cavity length on the blade
surface both in cold water and in refrigerant R114, and examined
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the temperature depression from these two experiment results. In
the present study, we also focused on the cavity length of the tip
cavitation as a cavitation indicator.

Discussion

Cavity Length. Figure 9 shows the cavity length C(L./h, cav-
ity length along the blade from the leading edge of the blade to the
trailing edge of the cavity/blade spacing) versus cavitation number
o. The open circles (O) indicate the cavity lengths in cold water
from the visualization shown in Fig. 7. One symbol shows a read-
ing from one picture. There is wide scatter within o
=0.028-0.045 caused by cavitation surge. The cavity length fluc-
tuates within Cy=0.7—1.5 around C,=1.1. The standard devia-
tion S(C,) of those plots was 0.16. The best-fit curve (black line)
obtained by the least square method, and best-fit curve + standard
deviation S(C,)=0.16 are also shown with red lines in the figure.
In addition, the multis (X) show the cavity length in cold water
measured by the indirect method using the pressure sensor, the
same procedure as that in liquid nitrogen. From the comparison of
the results by direct visualization with those by indirect observa-
tion using pressure sensor, we confirmed that the cavity length can
be estimated by the present indirect method even in liquid
nitrogen.

The closed circles (@) indicate the cavity length in liquid ni-
trogen from the estimated pressure distributions shown in Fig. 8.
There is almost no scatter since one symbol shows the averaged
value of 50 rotations. The unsteady cavitation phenomena (cavi-
tation surge or rotating cavitation) were not observed in liquid
nitrogen at all. Best-fit curves obtained by the least square method
are also shown in the figure.

From comparison of the best-fit curves, it was found that the
cavity length in nitrogen was shorter than that in cold water at the
given cavitation number. The thermodynamic effect suppressed
the growth of the cavity, and the difference between the cavity
length in cold water and that in liquid nitrogen was smaller when
C, was less than 1.0. However, the difference increased consid-
erably when C,; was larger than 1.0. Comparison with the cavita-
tion performance curves in Fig. 8 shows that the inducer head
decreased with AH/H=10% when the cavity length became C
=~ 1.6 both in cold water and in liquid nitrogen. This result is
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consistent with Stepanoff’s assumption [ 1] that the same extent of
cavitation is the same damage to the performance.

Temperature Depression. Figure 10 shows the temperature de-
pression AT and B-factor versus the cavity length C, calculated
from Egs. (1) and (4). In the calculation, the difference of the
cavitation number of o—o, is calculated based on a given cavity
length using the best-fit curves in Fig. 9. It is interesting that the
temperature depression changes with the cavity length. The tem-
perature depression is smaller when the cavity length C is less
than 1.0. The increase of the temperature depression stagnates at
C=1.0. When the cavity develops over the throat (C,;>1.1), the
temperature depression increases again. After that (Cy>1.4), the
slope of temperature depression decreases gradually. Finally, the
temperature depression reaches 14 K. In this case, the estimated
temperature in the cavity 7. is 66 K(=7,(80 K)-AT(14 K)), a
value is near the temperature of the triple point of nitrogen
T,(63 K).

The above-mentioned tendency differs from that in Franc et al.
[2], who reported that the dependency of the B-factor on the de-
velopment of the cavitation is nearly linear with the cavity length.
Cavity length as a cavitation indicator and the kind of working
fluid seem to result in this difference. The cavitation indicator is
the cavity length of the tip cavitation, and the working fluid is
liquid nitrogen (80 K) in the present experiment, as opposed to
the cavity length of the attached cavitation on the blade and re-
frigerant R114 (293 ~313 K) in Franc’s experiment. The tip cavi-
tation is longer and larger than the attached cavitation and is more
affected by the interaction of the leading edge of the adjacent
blade, in particular, at the throat. This is the reason why the tem-
perature depression stagnates at the cavity length C. = 1.0.

On the contrary, the temperature depression increases rapidly
when the cavity length develops over the throat (Cy>1.1).
Yoshihara et al. [6] observed in the experiment of single hydrofoil
that the ventilated cavity begins to oscillate and the ventilation
flow rate increases steeply when the cavity length becomes larger
than half of the chord length. It is because that the oscillating
cloud cavitation at the rear part of the chord causes unsteady
entrainment of the ventilated gas in addition to the entrainment of
the stable cavitation. Even concerning natural cavitation in induc-
ers, it seems that the similar phenomena occurs when the cavity
length C; becomes larger than 1.1. On the larger cavities over the
throat, the evaporation in the front part of cavity at the leading
edge increases to compensate the losses in the rear part of the
cavity at the blade channel. It might be the reason why the degree
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of thermodynamic effect increases when the cavity length devel-
ops over the throat. Thus, the throat design of the cascade plays an
important role for the thermal effect in inducers.

In addition, the margin between the temperature of the fluid and
that of the triple point is relatively smaller in liquid nitrogen than
in refrigerant R114. This is the reason why there is a limitation of
the increase of the temperature depression at C,>1.4 in liquid
nitrogen. Figure 11 showed the thermodynamic function %(7),
proposed by Brennen [7], of nitrogen and oxygen as the function
of T/T,. (T. is the temperature of the critical point). The property
of thermodynamic functions (7)) of nitrogen is similar to that of
oxygen. However, the margin between the temperature at 1 atm
and the triple point of nitrogen is less than that of the oxygen.
Thus, it is inferred that nitrogen has the limitation of the tempera-
ture depression due to the thermal effect.

Concluding Remarks

To obtain a fundamental understanding of the thermodynamic
effect of the cavitating inducer, the relation between the tempera-
ture depression in the cavity and the cavity length of the tip cavi-
tation was examined. The cavity length of the tip cavitation in the
liquid nitrogen was estimated from the measurement of the un-
steady pressure on the casing.

The temperature depression was estimated based on the com-
parison of the experimental results in cold water (296 K) with
those in liquid nitrogen (80 K) with the cavity length as the cavi-
tation indicator. It was found that the thermodynamic effect is a
function of the cavity length. The temperature depression due to
vaporization is small when the cavity length is short. The increase
of the temperature depression immediately stagnates when the
cavity length develops to the throat (C4=~1.0). When the cavity
length develops over the throat, the temperature depression in-
creases considerably. From these results, the interaction of the tip
cavitation with the leading edge of the adjacent blade plays an
important role in the degree of the thermodynamic effect.

In addition, the temperature depression is limited when the tem-
perature in the cavity nearly reaches the temperature of the triple
point. In this situation, the cavitation performance begins to dete-
riorate. It was inferred that the small margin between the tempera-
ture in the fluid and that of the triple point results in a limitation of
the degree of the thermodynamic effect in inducers.
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Nomenclature
B = B-factor of Stepanoff
C, = cavity length/blade spacing
Cpi = liquid heat capacity
D = inducer diameter
h = blade spacing
L = latent heat of vaporization
L. = cavity length
p. = cavity pressure
Pref = reference pressure
p, = vapor pressure
QO = flow rate
Q, = design flow rate
Re = inducer Reynolds number = UD/v
S(C.) = standard deviation of C,,
T. = cavity temperature or temperature
of the critical point
T, = temperature of triple point
T, = temperature at infinity
AT = temperature depression
AT = characteristic temperature
U = peripheral speed of inducer tip

278 / Vol. 129, MARCH 2007

V,; = volume flow rate of liquid

V, = volume flow rate of vapor

v = kinematic viscosity

p; = liquid density

p, = vapor density

o = cavitation number

¢ = inducer head cofficient

¢y = normal inducer head cofficient
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Numerical Prediction of
Cavitating Flow on a
Two-Dimensional Symmetrical
Hydrofoil and Comparison to
Experiments

This paper presents comparisons between two-dimensional (2D) CFD simulations and
experimental investigations of the cavitating flow around a symmetrical 2D hydrofoil.
This configuration was proposed as a test case in the “Workshop on physical models and
CFD tools for computation of cavitating flows” at the 5th International Symposium on
cavitation, which was held in Osaka in November 2003. The calculations were carried
out in the ENSTA laboratory (Palaiseau, France), and the experimental visualizations
and measurements were performed in the IRENav cavitation tunnel (Brest, France). The
calculations are based on a single-fluid approach of the cavitating flow: the liquid/vapor
mixture is treated as a homogeneous fluid whose density is controlled by a barotropic
state law. Results presented in the paper focus on cavitation inception, the shape and the
general behavior of the sheet cavity, lift and drag forces without and with cavitation, wall
pressure signals around the foil, and the frequency of the oscillations in the case of
unsteady sheet cavitation. The ability of the numerical model to predict successively the
noncavitating flow field, nearly steady sheet cavitation, unsteady cloud cavitation, and
finally nearly supercavitating flow is discussed. It is shown that the unsteady features of
the flow are correctly predicted by the model, while some subtle arrangements of the
two-phase flow during the condensation process are not reproduced. A comparison be-
tween the peer numerical results obtained by several authors in the same flow configu-
ration is also performed. Not only the cavitation model and the turbulence model, but
also the numerical treatment of the equations, are found to have a strong influence on the
results. [DOI: 10.1115/1.2427079]

Introduction

The simulation of cavitating flows is a challenging task because
it requires a coupling between the resolution of the Navier-Stokes
equations, a physical model of cavitation, and also a model of
turbulence, since cavitation often occurs in high-speed flows.
Moreover, such flows are systematically unsteady at some scale;
their behavior is usually characterized by permanent more or less
pronounced fluctuations. In the case of cavitation around a hydro-
foil, these fluctuations affect either the whole cavitating area, with
large and sometimes periodical vapor cloud shedding, or only the
rear part of the liquid/vapor mixture, as reported for example by
Kawanami et al. [1], Pham et al. [2], Laberteaux and Ceccio [3],
and Leroux et al. [4].

An effective physical cavitation model is thus supposed to take
correctly into account these different types of unsteadiness. This is
the reason why the models that do not consider the flow inside the
cavitation areas, predicting only the external shape of the attached
cavity on a profile, can only be applied in some particular con-
figurations where no more than the mean flow around the cavita-
tion sheet is investigated.

For other cases, several physical models that compute all the
flow including the liquid/vapor medium have been proposed for
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about 15 years by Delannoy and Kueny [5], Chen and Heister [6],
Singhal et al. [7], Kunz et al. [8], and Song and Qin [9]. They are
nearly systematically based on the assumption that the mixture
can be considered as only one fluid: only one momentum equation
is used (which means that the vapor is supposed to be perfectly
carried out by the liquid flow) and the model of turbulence is also
applied to the whole medium composed of both liquid and vapor.
The models mainly differ by the treatment of the mass fluxes
between vapor and liquid; they are managed either by a barotropic
state law derived from the model proposed by Delannoy and
Kueny [5], by a supplementary equation that controls the
convection/production of vapor [8,10], or by the evolution of a
cluster of bubbles according to a simplified Eulerian form of the
Reyleigh-Plesset equation [7,11].

The model of turbulence was recently found to be also of first
importance to predict accurately the unsteady process [12]. For
example, using a Reynolds average Navier-Stokes equations
(RANS) approach with a standard 2-equation model, such as k-g
or k-w, usually leads to unrealistic stabilizations of the flow
[13-15]. Corrections are usually applied to these models to obtain
unsteady sheet cavitation. Wu et al. [16] propose to apply a filter-
based k-& model initially developed by Johansen et al. [17]. In this
approach, the filter depends on the grid size, in order to avoid
excessive dissipation in small-scale motions, without altering the
large-scale flow characteristics. In the case of the barotropic state
law, taking into account the effects of compressibility on the tur-
bulence structure in the two-phase medium was shown by
Coutier-Delgosha et al. [18] to be necessary to obtain oscillatory
cavitation behaviors. These effects lead to a slight reduction of the
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Fig. 1 Flow configuration proposed in the Workshop on physi-
cal models and CFD tools for computation of cavitating flows

turbulent viscosity in the liquid/vapor mixture. Alternatively, the
use of large eddy simulation (LES) or detached eddy simulation
(DES) models may overcome some of the classic limitations of
the RANS approach, such as its deficiency in the case of substan-
tial flow separation. It is expected that this category of model may
yield improved simulations of large scale turbulent eddies, leading
to better predictions of the large-scale flow unsteadiness. Promis-
ing results have been obtained in recent works by Kunz et al. [19]
and Arndt et al. [20] with such type of approach.

In the present study, a modified k-& turbulence model is
coupled to a physical cavitation model based on a barotropic state
law for the two-phase medium. The numerical resolution is de-
rived from the SIMPLE algorithm, with significant modifications to
treat highly compressible flows.

This numerical model has been applied to the two-dimensional
(2D) configuration proposed as a test case in the numerical work-
shop of the 5th International Symposium on cavitation, which was
held in Osaka in November 2003. (Fig. 1). Several cavitation
numbers have been investigated, to obtain successively a noncavi-
tating flow field, nearly steady sheet cavitation, unsteady cloud
cavitation, and finally, nearly supercavitating flow. The calcula-
tions have been carried out in the ENSTA laboratory (Palaiseau,
France) with the model “IZ”, which was developed previously in
the LEGI laboratory (Grenoble, France), with the support of the
CNES (French Space Agency).

Measurements of the cavitating flow have been performed in
the IRENAV tunnel of cavitation (Brest, France) for nearly the
same flow configuration as the numerical simulations.

This joint experimental and numerical study of the test case
completes the results presented during the workshop, focusing on
the following information:

i.  The experimental behavior of the 2D foil section, from
cavitation inception to unsteady cloud cavitation

ii. The capability of the present numerical model to repro-
duce successively the different flow configurations,
from nearly steady sheet cavitation to large vapor cloud
shedding

iii.  The distinction of two different periodical unsteady behav-
iors characterized by different values of Strouhal numbers,
as shown previously in similar configurations by Arndt
et al. [20] and Leroux et al. [21],

iv. The comparison between the present numerical results
with the peer numerical simulations presented for the same
test case at the Sth International Symposium on cavitation

1 Description of the Numerical Model

1.1 Physical Model of Cavitation. The present work applies
a single-fluid model: the fluid density p varies in the computa-
tional domain according to a barotropic state law p(P) that links
the density to the local static pressure (Fig. 2). When the pressure
in a cell is higher than the neighbourhood of the vapor pressure
Pyap [P> Py +(AP,,/2)], the fluid is supposed to be purely lig-
uid. The entire cell is occupied by liquid, and its density p; is
calculated by the Tait equation [22],
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where PrTeszomlet and prer= Proutler are reference pressure and den-
sity considered at the outlet of the computational domain, and for
water Py=3 X 108 Pa, n=7.

If the pressure is lower than the neighborhood of the vapor
pressure (P <Py,,—(AP,,/2)), the cell is full of vapor and its
density p, is given by the perfect gas law,

b_ cons (2)

The thermal effects are neglected in the present study. This is a
usual assumption in the case of cavitation in cold water, because
the variation of P, due to the slight cooling of the flow in the
vaporized areas (~1.4 Pa, according to [23]) is negligible in front
of the Ap,,, range represented in Fig. 2 (~3000 Pa).

Between purely vapor and liquid states, the cell is occupied by
a liquid/vapor mixture, which is considered as one single fluid
with a variable density p. This one is directly related to the void
fraction a=(p—p;)/(p,—p;) corresponding to the local ratio of va-
por contained in this mixture.

To model the mixture state, the barotropic law presents a
smooth link in the vapor pressure neighborhood, in the interval
*(APy,p/2). In direct relation with the range AP,,,, the law is
characterized mainly by its maximum slope 1/C2, , where CZ,
=dP/dp. Cp;n can thus be interpreted as the minimum speed of
sound in the mixture. Its calibration was done in previous studies
[12,14]. The optimal value was found to be independent of the
hydrodynamic conditions, and is ~1.5 m/s for cold water, with
Pyp=0.023 bar, and corresponding to AP,,,~0.06 bar. That
value is applied for the computations presented hereafter.

In this approach, noncondensable gas present in the flow, such
as air, is not taken into account. It is expected that this assumption
may have only little effects in the upstream part of the sheet
cavity, where the structure of the two-phase flow is mainly con-
trolled by intense liquid vaporization. Conversely, it may induce
significant discrepancies in the cavity wake, where the volume of
air inclusion is not negligible because the void fraction is much
lower.

Mass fluxes resulting from vaporization and condensation pro-
cesses are treated implicitly by the barotropic state law; these
mass fluxes are associated with the local variations of the mixture
density, which result directly from the pressure variations. No
supplementary assumptions are required. A pressure increase and
decrease of the same amount dP make opposite variations of p,
according to the barotropic state law, so vaporization and conden-
sation fluxes are identical. Concerning the momentum fluxes, the
model assumes that locally velocities are the same for liquid and
for vapor; in the mixture regions vapor structures are supposed to
be perfectly carried by the main flow. This hypothesis is often
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assessed to simulate sheet-cavity flows, in which the interface is
considered to be in dynamic equilibrium [10]. The momentum
transfers between the phases are thus strongly linked to the mass
transfers.

1.2 Numerical Resolution. The simulations are based on
two-dimensional calculations of the flow. The mass and momen-
tum equations are solved in the orthogonal frame of curvilinear
coordinates (£, 7), which leads to the following system of four
equations:

Si( (I>)+V< ) F@)+V( [} F@)—S
atp &\ pu CDﬁg 7\ PU @(977 =90

p=F(C,0) 3)

where ® stands either for 1, u, or v, ' is the diffusion coeffi-
cient, # and v are the velocity components along coordinates ¢ and
7 respectively, V; and V,, are the physical components of the
divergence operator along the curvilinear coordinates, Sg, is the
source term, C, is the nondimensional pressure coefficient, and o
is the cavitation number. The energy equation is not solved, since
thermal effects are presently neglected.

A finite volume discretization of these equations is used: the
diffusive terms are calculated in a purely central manner, while
the convection terms are calculated with the nonoscillatory
second-order HLPA (hybrid linear/parabolic approximation)
scheme proposed by Zhu [24]. This is a second-order scheme,
which locally switches to first order, to prevent numerical oscilla-
tions in critical high-pressure or high-density gradient areas. The
time integration is performed with a second-order implicit scheme

a(pq)) ~ 1.5pn+lq)n+l _ 2pn¢,n + O'Spn—lq)n—l
a At

The basis of the numerical resolution is the SIMPLE algorithm
proposed by Patankar [25] for incompressible flow. Each physical
time step is composed of successive iterations, which march the
solution toward convergence. The initial scheme has been modi-
fied to treat as well the nearly incompressible parts of the flow as
the highly compressible ones in the liquid/vapor mixture [5,14].
The main steps of a single iteration are listed hereafter:

)

* Resolution of the transport equations for the turbulent vari-
ables, and calculation of the turbulent viscosity v,

 Calculation of the estimated velocities U*(«",v") from the
momentum balance equations

* Calculation of the density p* and its derivative (dp/dP),
according to the barotropic state law

* Resolution of the pressure correction equation. It is derived
from the mass balance equation, which is discretized in each
cell according to the following expression:

S
n+1 n+l  n+l n+l n+l n+l  n+l
ISEPP =P U Age TPy Uy Agw ~Pn Uy Ann

+pi i A+ Sy (5)

where S is the cell area, P denotes the current cell, and e, w,
n, and s denote the east, west, north, and south neighboring
cells, respectively. Sz contains the explicit source terms re-
sulting from the time discretization.

To obtain the final pressure correction equation, velocities
u and v are replaced by u”+du, v"+dv, respectively, while p
is replaced by p*+dp. Thus, the expression of the pressure
correction equation yields not only velocity variations
dU(du,dv), but also supplementary terms involving varia-
tions dp. The term dU is derived from a simplified differen-
tial form of the momentum balance equation, while dp is
written as

Journal of Fluids Engineering

p
dp[,j = (E)Ljdpi'j (6)
*  When the pressure correction dP is obtained, not only the
velocity and the pressure, but also the density values are
corrected, according to the following expression:

« [P
SAE

Densities obtained from Eq. (7) may be outside from the physi-
cal range [0, 1], because of the high local values of dp/JP in the
two-phase mixture. Nonphysical values are thus corrected, and a
supplementary loop over the pressure correction step is performed
until all values of the void ratio are obtained inside their physical
range [0, 1].

1.3 Turbulence Model. Most of the simulations of cloud
cavitation in turbulent flow require a special attention to the model
of turbulence to be paid [12-15]. Indeed, using a standard two-
equation turbulence model leads to a complete stabilization of the
flow, whereas in experiments a periodical self-oscillation behavior
involving large vapor cloud sheddings is observed. This discrep-
ancy is mainly due to the overestimation of the turbulent dissipa-
tion in the cavity downstream end, which stops prematurely the
reentrant jet and thus inhibits the flow unsteadiness. In the case of
the present physical cavitation model, Coutier-Delgosha et al. [18]
have suggested that taking into account the effects of the mixture
compressibility in the turbulence model may be necessary to ob-
tain the correct periodical behavior of the cavity. A simple correc-
tion of the k-¢ RNG model, initially proposed by Reboud et al.
[12], was shown to enable a substantial improvement of the simu-
lations. This correction can be applied directly in the expression of
the turbulent viscosity by writing it u,=f(p) C, k?/e instead of
w,=C, k*/e for a single phase flow. The function f(p) is ex-
pressed as follows:

fp)=p,+ (1 -a)(p;—p,) (8)
with n=10.

The function f is then equal to p, or p; in the regions contain-
ing, respectively, pure vapor or pure liquid, but it decreases rap-
idly toward p, for intermediate void ratios. This modification was
applied previously in several configurations (Venturi type sec-
tions, foil sections, cascade of hydrofoils) and the results of the
simulations were found in fair agreement with the unsteady flow
properties obtained in experiments [26]. A similar improvement
was achieved by using the corrections proposed by Wilcox [27] in
his k-w model to modelize compressible fluids.

The modified k- RNG turbulence model is applied in the com-
putations presented hereafter. All parameters of the model, ex-
cepted the function f(p), are set to the value proposed by Orszag
[28].

1.4 Grid, Boundary, and Initial Conditions. The computa-
tional domain is consistent with all the indications given in the
workshop (Fig. 3(a)). The shape of the 2D foil section is given by

X X x\? x\? x\*
=ap\|—+a;—+ay| —| +a3|—| +ay| - 9)
c ¢ ¢ c c c

with ag=0.11858, a;=-0.02972, a,=0.00593, a;=-0.07272, and
a,=-0.02207.

A 630 X50 C-type orthogonal mesh is used. Most of the cells
are located around the foil, and a contraction of the grid is applied
in its upstream part, to obtain an especially fine discretization of
the areas where cavitation is expected (Fig. 3(b)). The nondimen-
sional distance to solid walls y* is imposed between 30 and 50,
since standard “log-law” wall functions are applied.

Standard boundary conditions for incompressible flow are ap-
plied: the velocity is imposed at the inlet (V=6 m/s in the

I'<
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(a) Computational domain, (b) Zoom at the foil leading

present case) and the pressure is fixed at the domain outlet. To
start unsteady calculations, the following numerical procedure is
applied: first of all, a stationary step is carried out, with an outlet
pressure high enough to avoid any vapor in the whole computa-
tional domain. The flow obtained at convergence is the noncavi-
tating result that will be detailed hereafter. Then, the pressure is
lowered slowly at each new time step, down to the value corre-
sponding to the desired cavitation number o. Vapor appears dur-
ing the pressure decrease. The cavitation number is then kept con-
stant throughout the computation.

1.5 Numerical Parameters. Calculations are performed with
nondimensional variables based on the following reference
parameters:

U v Vier =06 m/!
= =6 m/s
a Vref ref
P
Pa= """ Pref = Pliquid = 1000
ref
P-P

out

C,=—2-
" 12p Vi

ref

out = Pdomain outlet

P—P
= (f—zﬁ Pyyp=2000 Pa
l/zprefv

ref

The physical and numerical parameters applied for the simula-
tions are given in Table 1. The choice of the minimum speed of
sound Cy;,=1.5 m/s, which determines the shape of the barotro-
pic state law, has been validated in previous studies [12], on the
basis of comparisons between calculations and experimental visu-
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Table 1 Physical and numerical
parameters
Comi Re oo | Inlet harboderce level | M
1imis|0610°] 0.0 1% 0003

alizations of a sheet cavity at the throat of a Venturi-type section.
The ratio p,/p; used in the simulations has been also discussed
previously in [14]; several values have been tested from 107> to
107!, and the influence of this parameter has been found negli-
gible for values lower than 1072, This value is thus systematically
used. The value of the nondimensional time step Az is discussed in
Sec. 1.6.

1.6 Influence of Numerical Parameters. The effects of the
numerical parameters on the results have been investigated in de-
tail in a previous publication [14], devoted to the validation of the
physical and numerical model. Influence of the grid size, of the
time step, of the time order discretization, of the ratio p,/p,, of the
turbulence model, and also of the minimum speed of sound C;,
has been studied in a configuration of unsteady cavitation in a
Venturi-type section. The values of the numerical parameters pre-
sented in Sec. 1.5 are consistent with the conclusions of this pre-
vious work.

To confirm that the results depend neither on the mesh size nor
on the time step value in the present test case, the influence of
these two parameters has been tested. Four C-type grids have been
used, with respective sizes 200X 30, 410X40, 630X 50, and
1000 X 80. All other parameters are set to the value given in Sec.
1.5. Three time steps were also tested with the 630X 50 grid. A
single case has been considered, with 0=0.9, a=7 deg, and V
=6 m/s. These conditions lead to unsteady cloud cavitation with
periodical large vapor cloud shedding, as will be detailed in Sec.
3.3. The duration of the simulations is 757 ., where T, is repre-
sentative for the time necessary for the flow to cover a distance
equal to the foil length with the speed V. The attention is fo-
cused here on the influence of the two numerical parameters on
the mean vapor volume, its standard deviation, and also on the
mean frequency of the vapor shedding. These three values are
obtained from the last 657 of simulation: the first 107, are not
taken into account to avoid the influence of the initial transient
growing of the cavity.

Additional short calculations have been performed to estimate
for each grid size and each time step the cavitation number
Tinception cOrresponding to cavitation inception on the foil suction
side. Only the case @=7 deg, and V,,;=6 m/s has been consid-
ered for this test.

The results are presented in Table 2. Nearly no influence of the
numerical parameters on Giycepiion 1S Observed, thus far the mesh is
not too coarse: for the three finest meshes and the three time steps,
Tinception=3-0 is obtained. The tests performed at 0=0.9 exhibit a
more significant influence of both parameters: the mean vapor
volume for example increases continuously with the grid size.
However, the difference between the values obtained with the two
finest grids is <10%. This is also the case for the standard devia-
tion, which confirms that the mesh composed of 650 X 50 cells is
a reasonable choice. The oscillation frequency is nearly constant,
with the exception of the very coarse mesh configuration. Con-
cerning the time step At, decreasing its value does not influence
the frequency, but it leads to an increase of both the mean vapor
volume and its standard deviation. However, the difference be-
tween the values obtained with Ar=0.005 and Ar=0.002 does not
exceed 12%, which makes Ar=0.005 a convenient choice.

2 Experimental Setup

The experiments were carried out in the Ecole Navale Cavita-
tion Tunnel, fitted with a 1 m long and £=0.192 m wide square
cross test section. The geometry of the hydrofoil is the one pro-
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Table 2 Influence of the grid size and the time step on the results (V=6 m/s, «
=7 deg)
ag=0%
Grid size Time step £t Ilean vapour volume Stardard deviation Orseillation Tiouption
10t Yy o 10t frequatioy (Hz)
20030 1.005 1.04 0.76 77 34
410240 1.005 224 1.23 6.7 34
GE0x=300 .005 252 147 6.5 34
100080 0.00% 245 1.54 65 34
£30x50 001 23 1.08 .5 34
630%50 0.002 162 1.65 6.4 36

posed for the numerical workshop (see Eq. (5)), and its material is
polished stainless steel. The chord length is /,.;=100 mm, and the
test section dimension is 72X b=192X 192 mm?. This leads to a
confinement parameter h/l=1.92 different from h/l =4 sug-
gested for the workshop and applied in the numerical simulations.
The axis of rotation is 37.5 mm downstream from the leading
edge, and the distance between the inlet of the test section and the
center of rotation is 420 mm. A regulation system sets the pressure
and the velocity in the test section to prescribed values, in order to
obtain the desired cavitation number o. In the experiments, a
7 deg incidence angle was applied. The velocity was set to a con-
stant value of 6 m/s, and the pressure P was varied to obtain
various values of o in the range 0.5-3.5. The reference pressure
P.s was measured from a wall-pressure transducer located up-
stream of the hydrofoil at a distance of 215 mm from the axis of
rotation.

Most of the experimental uncertainty concerns the flow condi-
tions, i.e., the inlet mean flow velocity, the reference pressure in
the test section, and the angle of attack. The conditions are regu-
lated with 2% and 3% precision, respectively, for V. and Py,
which leads to a relative uncertainty Ao/ o= +7%. Moreover, dur-
ing the experiments, care was taken to record the samples at the
prescribed values of o, with a variability Ao=+0.02. The uncer-
tainty on the angle « is mainly due to the uncertainty on the zero
angle of incidence (taken as a reference), which is A«
=+0.1 deg.

The inception (desinence) condition was determined by pro-
gressively increasing the angle of incidence (with o constant) un-
til cavitation appeared (totally disappeared). The criterion for
cavitation detection was to obtain a thin band extending all along
the span of the hydrofoil. In some cases, cavity lengths were mea-
sured using the laser sheet of the PIV system (Fig. 4). The uncer-
tainty on the cavity length is due to the sheet cavity fluctuation
during image capture. It is found to be Al/1-5% for stable sheet
cavities (I/1,,4<<0.2), and Al/1-10% in the case of unsteady
cloud cavitation.

Lift and drag were also measured in noncavitating conditions
using a resistive gauge hydrodynamic balance calibrated in the
laboratory.

PIV (particle image velocimetry) measurements were per-
formed around the foil section in noncavitating conditions. The
region of interest (above the foil suction side) was illuminated by
a vertical laser light sheet (YAG laser). Two images of tracer
particles are recorded successively with a CCD camera, and a

Fig. 4 Measurement of the cavity length, from the distance
between the inception point and the closure of the cavity, both
projected on the chord. (Here, =2.0 and 1/1,¢,=0.175).
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cross correlation is performed with the DANTEC software. Each
interrogation area is composed of 32X 32 pixels. The mean ve-
locities are derived from 400 pairs of images.

Unsteadiness of the sheet cavity was studied by spectral analy-
sis of wall pressure fluctuations downstream from the foil section.
Pressure fluctuations were recorded with a PCB Piezotronics
transducer model 106B50 (15.69 mm dia) mounted flush on one
of the tunnel vertical walls in the foil wake, 650 mm downstream
from the trailing edge.

3 Results

For a 7 deg angle of attack, the flow around the foil has been
investigated both numerically and experimentally for a large range
of inlet pressure. Additional measurements and short calculations
have been also performed for various angles of attack, in order to
focus on cavitation inception. At 7 deg incidence, four main flow
configurations have been observed, as well in the experiments as
in the simulations. They are given hereafter with the correspond-
ing ranges of o derived from the numerical simulations:

e Noncavitating conditions (o> 3.5)

e Nearly steady sheet cavitation, with no periodical oscilla-
tions (2=0=3.5)

e Unsteady behavior with large periodic cloud sheddings
(08=0=1.7)

* Severe cavitating conditions close to supercavitation (o
=0.5)

The results obtained in these different situations are presented
in the present section, and the ability of the numerical model to
simulate the experimental cavitating flow is discussed.

3.1 Noncavitating Flow Field. The noncavitating pressure
field (Fig. 5(a)) exhibits a much localised low-pressure area on the
foil suction side. A slight flow detachment can be seen at the
leading edge (Fig. 5(b)). The velocity magnitude field obtained in
the simulation is compared in Fig. 6 to the one obtained with the
PIV measurements. Identical color scales are applied in Figs. 6(a)
and 6(b). Several disagreements can be observed: the flow detach-
ment at the leading edge is not obtained with the PIV measure-
ments, and small-scale structures seem to be detected close to the
foil surface only in the experiments. However, the PIV measure-
ments close to the foil wall must be considered, circumspectly,
because of the lack of data and too large interrogation areas. Apart
from this discrepancy, a fair general agreement is obtained. This is
confirmed by the comparison of the lift coefficients: C;=0.65 was
found experimentally for a 7 deg incidence angle and Vi
=6 m/s, versus C;=0.66 given by the model. It suggests that the
flow around the foil section in non cavitating conditions is satis-
factorily predicted by the calculation.

3.2 Nearly Steady Sheet Cavitation. When the cavitation
number is decreased in the simulations below 3.7, a small vapor-
ized area is observed on the foil suction side. This cavity remains
nearly stable until its length reaches at least 0.2 /s, for =2. In
the experiments, cavitation inception is observed when the cavi-
tation number equals 3.5. It consists of separate vapor bubbles,
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Fig. 5 Pressure fields around the foil in non-cavitating condi-
tions. (Velocity vectors drawn only 1 cell over 5 along the foil,
and 1 cell over 3 perpendicularly to the foil.)

which rapidly turn into a small strip along the foil span at the
leading edge when the pressure is still slightly decreased. Figure 7
shows the shape of the sheet cavity for 0=3.5 and o=3. A general
view of the experimental situation is given first, and then two side
views focusing on the foil leading edge are derived from the simu-
lation and from the experiments, respectively. Significant discrep-
ancies are observed concerning the inception point (more up-
stream in the simulation than in the experiments) and the cavity
wake (which can be seen in the experiments, but not in the calcu-
lation). The first discrepancy may be related to the surface rough-
ness, which is not taken into account in the simulation. It may also
be related to the cavitation model, which does not incorporate any
relaxation time for the vaporization process (the density is directly
related to the pressure level). The second discrepancy suggests
that the present cavitation model, although it reproduces well the
physical mechanisms of unsteady cavitating flows (see the next
section), is not so efficient to predict the subtle features of the
cavity wake. Indeed, this flow area is characterized by a very low
void fraction, and a significant influence of the air inclusions is
expected, but the numerical model does not take it into account.
Inception and desinence cavitation numbers have been mea-
sured for other incidence angles ranging between 4 deg and 8 deg.
The experiments have been conducted successively in the case of
positive and negative angles of attack, in order to detect some
differences between the two sides of the foil. The same tests have
been performed numerically, for cavitation inception and top side
cavities, only. All the results are reported in Fig. 8. No significant
difference between bottom side and top side cavities is obtained.
A small hysteresis effect is observed for angles of attack higher
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Fig. 6 Velocity magnitude obtained by simulation (top view)
and PIV measurements (bottom view), a=7 deg, V,,=6 m/s,
o=4

than 6 deg, but it may be related to the visual detection of cavi-
tation inception and desinence. A fair agreement between the ex-
periments and the simulations is obtained at all incidence angles.
It confirms that the pressure level on the foil suction side, which
mainly governs the inception of cavitation, is correctly reproduced
by the numerical model.

3.3 Cloud Cavitation. Unsteady cavitation including large
vapor cloud shedding is obtained when the cavitation number is
decreased below 1.7. These flow conditions, which are usually
called partial cavity oscillations, are observed until the cavity
downstream end becomes close to the foil trailing edge, i.e., until
the cavitation number is decreased down to ~0.7. The results
presented hereafter correspond to =0.9. The simulation was per-
formed during 757, i.e., 1.25 s. The frequency of the oscilla-
tions is ~6.5 Hz, which gives a period 7=0.15 s and a Strouhal
number (based on the maximum length [ of the attached cavity)
St;=0.076.

Fig. 7 Size of sheet cavitation for (a) ¢=3.5, (b) =3, V¢
=6 m/s, a=7°. From top to bottom: general view of the foil (ex-
periment), side view at the leading edge (simulation), side view
at the leading edge (experiment).
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Fig. 8 Conditions of cavitation inception and desinence

Figure 9 presents the time evolution of both the cavity shape
and the vapor volume in the computational domain. The upper
image shows the minimum density (indicated by the color) in each
section (denoted by the position X/1,.; in ordinate) as a function of
the time (in abscissa). The example on the left corresponds to the
time 7/T,,;=38.2. Thus, this image illustrates the oscillatory be-
havior of the cavitation sheet, including the vapor cloud shedding.
Although the evolution of the vapor volume is not so regular, the
same periodical evolution can be observed.

One complete cycle is detailed in Fig. 10, to show the succes-
sive steps of the unsteady process. The flow arrangement at step 6
is compared in Fig. 11 with an experimental visualization per-
formed in similar flow conditions (V=6 m/s, o=1), to display

= T R
ST AN VAW AN | VAW,
Pt v A A

Fig. 9 Cloud cavitation (V =6 m/s,a=7 deg, c=0.9). (a) Time
evolution of the cavity length: the time is reported in abscissa,
and the X position in the cavitation tunnel is graduated in ordi-
nate. The grey levels represent the density values, as indicated
under the figure (pure liquid and pure vapor are both in white).
At a given point in time and position, the grey level indicates
the minimum density in the corresponding cross section of the
cavitation tunnel. (b) Time evolution of the vapor volume.
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Fig. 10 One cycle of cloud cavitation (14 ms between two pic-
tures, V=6 m/s, @=7 deg, 0=0.9, pure liquid and pure vapor
both in white)

the satisfactory qualitative agreement between the two results.
Discrepancies can still be observed in the transition between the
attached cavity and the cloud of vapor, which is very sharp in the
simulation, whereas it is indistinct in the experiments. It confirms
that the numerical model does not reproduce correctly, during the
collapsing process of the bubbles, the flow areas characterized by
a very low void fraction. However, the mechanisms of the un-
steady behavior are well simulated.

The maximum length of the attached cavity can be estimated to
[/1,=0.7 and the maximum cavity thickness is almost equal to
the foil maximum thickness (considering that the interface of the
cavitation sheet corresponds to a void ratio a,=10%). This maxi-
mum thickness is obtained almost at mid chord of the foil section,
just before the detachment of the cavity rear part. The mean vapor
volume per unit meter span (after the initial transient) equals 2.5
X107 m?.

The evolutions of the lift and drag coefficients are drawn in Fig.
12. The variations of the pressure coefficient on the foil suction
side are also reported for three positions: x//=0.1, 0.5, and 0.9.
The two main sequences of the cycle (growth of the cavity, and
convection of the detached cloud of vapor) can be easily seen on
the five charts. Sequence 1 corresponds to a low pressure at
x/1=0.1, and a progressive decrease of the pressure at x/l.;
=0.5, as soon as the cavity length increases. On the contrary, the
pressure remains high at x//.;=0.9, since the maximum length of

Fig. 11 Step 6 of the cloud cavitation cycle. Comparison be-
tween the experiment (top view) and the simulation (bottom
view).
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Fig. 12 Evolution of (a), (b) the lift and drag coefficients and
(e), (d), (e) the pressure coefficients on the foil suction side at
stations x/c=0.1, 0.5, 0.9. (Numerical result, V=6 m/s, «
=7 deg, 0=0.9). The dashed lines delimit one sequence “1”
(cavity growth) and one sequence “2” (convection of the vapor
cloud).

the cavity is x//=0.7. During sequence 2 the pressure increases
in the first part of the foil (because no vapor is present anymore),
while the passage of the cloud of vapor is detected in x//;=0.9.

The lift and drag coefficients both slowly increase during the
development of the sheet cavity. Then, C; suddenly drops at the
beginning of sequence 2, whereas Cp, falls a bit later, during the
convection of the vapor cloud. Indeed, the lift is directly linked to
the length of the attached cavity on the foil section, while de-
tached sheddings continue to affect the drag. Time-averaged val-
ues of C; and Cp are respectively 0.45 and 0.07. This exhibits a

286 / Vol. 129, MARCH 2007

Fig. 13 Reverse flow during the cavity break-off. (Numerical
result, V=6 m/s, =7 deg, 0=0.9.)

significant decrease of the foil efficiency in cavitating conditions:
the values in noncavitating conditions were C;=0.66 and Cp
=0.015.

The unsteady behavior observed in the present case is due to a
re-entrant jet that flows periodically upstream close to the foil and
progressively detaches the rear part of the cavity from its up-
stream part (Fig. 13). It results in the cavity break-off and the
convection of the cloud of vapor that was observed in Fig. 10.

Figure 14 shows successively the evolutions of the nondimen-
sional parameters [/l St., and St; according to the parameter
o/2a, which was proposed by Acosta [29] in his linearized theory
of partial cavitation on flat plate hydrofoils. More recently, Arndt
et al. [20] have shown that the value o/2a=4 was the limit be-
tween two different types of partial cavity oscillations, character-
ized by different evolutions of the Strouhal numbers St. and St;:
for o/2a>4, these authors found that the flow instability was
mainly governed by the reverse flow under the cavity, leading to
Strouhal numbers St;~0.3, as often reported for cloud cavitation.
On the other hand, for o/2a <4, they found much lower frequen-
cies, relatively insensitive to the variations of o, and leading to
Strouhal numbers St, close to 0.2/0.25. In this situation, Arndt et
al. suggested that shock wave phenomena were predominant in
the mechanisms of the flow instability. In the present study, a
similar behavior is obtained, as well in the simulations as in the
experiments: for small cavities, corresponding to o/2a>4, the
frequency increases nearly linearly with o, and Fig. 14(c) shows
that St; remains close to 0.2/0.3. Figure 14(b) displays a fair
agreement between the present results and Arndt’s experiments for
this situation. For larger cavities, i.e., /2a<<4, a nearly constant
frequency is obtained in the simulations and in the experiments,
leading to St.~0.1. This value is much lower than in the previous
case of small cavities, which indicates a modification of the peri-
odical oscillation cycle. This effect has been investigated recently
by Leroux et al. [21], and it has been shown that the modification
consists of a supplementary step in the cycle: after the main vapor
cloud shedding a second growth and decrease of the cavity is
observed, without any substantial shedding. This step delays the
next shedding and thus makes the instability frequency notably
decrease. This is slightly observed in the present simulation for
0=0.9 (i.e., 0/2a=3.7) in Fig. 9: a fast pulsation of the cavity
occurs after each cloud shedding, for example at t/7,.;=40, 50,
60. It is also obtained on the pressure signal at station x/c¢=0.5,
and on the drag coefficient evolution (see Fig. 12).

The value St.=0.1 is significantly lower that the one reported
by Arndt et al. [20], which was about 0.2/0.25. It suggests that the
geometry of the foil (which is slightly different in the present case
from the NACA 0015 tested by Arndt) and /or the flow confine-
ment have some influence on the instability frequency for o/2«
<4. Conversely, St;=0.25/0.3 is systematically obtained for
o/2a>4, whatever the foil geometry is [3,30-32].

3.4 Severe Cavitating Conditions. For a cavitation number
of <0.7, nearly the whole foil surface is covered by sheet cavita-
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Fig. 14 Comparison between the experiments and the simula-
tions, V=6 m/s, @=7 deg. (a) Maximum cavity length ///,o; (b)
Strouhal number St. based on the chord /. (¢) Strouhal num-
ber St, based on the maximum cavity length /.

tion on the suction side. For =0.55, cavitation is obtained also
on the foil pressure side. It is localised on the rear part of the foil
and its behavior is almost stable (Fig. 15(a)). On the suction side
the cavity entirely covers the foil. Although the cavitation sheet is
more stable than in the previous case, significant small-scale fluc-
tuations are predicted by the model in its rear part (Fig. 15(b)).
The simulation was performed during 507 .

No characteristic frequency can be observed here. Nevertheless,
little vapor cloud shedding occurs more or less regularly at the foil
trailing edge. Figure 16 presents the successive shapes of the cavi-
tation sheet during such a shedding. The maximum cavity length
is [~ and its maximum thickness (still considering that the
interface corresponds to a,=10%) is ~1.5 the maximum thick-
ness of the foil.

The evolutions of the lift and drag coefficients are reported in
Fig. 17. They only slightly fluctuate around their time-averaged
value, respectively C;=0.2 and Cp=0.065. In comparison with
the values obtained in Sec. 3.3, the decrease of the cavitation
number has almost no influence on Cp, while on the contrary C;
is considerably reduced again.

The pressure coefficients on both sides of the foil are almost
constant even at the trailing edge, as can be seen on the evolution
of C, at x/l,.s=1 reported in Fig. 17. However, the time evolution
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Fig. 15 Time evolution of large cavity (V=6 m/s,a
=7 deg, 0=0.55): (a) on the foil pressure side, (b) on the foil
suction side

of the vapor volume confirms that the flow is not steady: the
magnitude of the vapor volume variations remains of the same
order of magnitude (+10™* m?) than in the previous configuration
of cloud cavitation.

The time-averaged value of the vapor volume is notably higher
than previously: 7.1 X 10™* m3 versus 2.5X 10™* m? reported in
Sec. 3.3. This is mainly due to the stabilization of a large part of
the sheet cavity.

The small-scale unsteadiness of the flow is also detected on the
vorticity field (Fig. 18). Regular vortices appear in the wake of the
trailing edge. It suggests that a periodical shedding of vortices
may be associated with the apparently nonorganized fluctuations
of the cavity downstream part. The evolution of the vorticity
downstream from the trailing edge at x//..;=1.3 confirms that the
phenomenon is periodical, although the magnitude of the vortices
is rather irregular (Fig. 19). The oscillation frequency results in a
Strouhal number equal to 1.6, much higher than in the previous
configuration of cloud cavitation.

4 Comparison to the Peer Numerical Results

4.1 Overview of Models. Eight contributions have been pro-
posed in the numerical workshop of the 5th International Sympo-
sium on cavitation. All the results, including the present ones,
were obtained without the knowledge of the experimental cavitat-
ing behavior of the foil. Several cavitation models were applied,

Fig. 16 Fluctuations of the cavity shape (V=6 m/s,a
=7 deg, 0=0.55). (30< T/ T,;<32, 0.5T,; between two pictures.)
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Fig. 17 Time evolutions of the lift and drag coefficients, the
pressure coefficient at x//=1, and the vapor volume (Vg
=6 m/s,a=7 deg, 0=0.55)

in association with several turbulence models. Various results
were obtained at Tyywnsream=0-8 and OTyownsiream="0.4, ranging
from completely steady sheet cavity to unsteady cyclic cloud cavi-
tation. In the following discussion, “steady sheet cavity” means
that no fluctuation is obtained in the cavitating flow, while “stable
sheet cavity” means that the flow may fluctuate, but no periodical
cavitation cycle is obtained, in opposition with “cyclic cloud
cavitation.”

A technical summary of the workshop is given in Table 3. Most
of the quantitative results indicated in the eight papers are re-
ported here, with the exception of the parameters that were almost
identical in all the simulations. Some parameters, such as the
mean vapor volume, are missing, because they were not system-

a.0 T2,

Fig. 18 Vorticity field at T/T,;=30 (V=6 m/s,a=7 deg,o
=0.55)
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Fig. 19 Evolution of the vorticity at x/l¢=1.3, y=0 (Ve
=6 m/s,a=7 deg, 0=0.55)

atically indicated in the papers. Some Strouhal numbers are not
given because the sheet cavity fluctuations are not periodic (np) or
because the sheet cavity is completely steady (s).

Four main types of cavitation models have been applied:

e The homogeneous approach associated with a barotropic
state law was used by Qin et al. [33], Pouffary et al. [15],
and also in the present simulations. The state law is either in
the two last cases the simple one initially proposed by Del-
annoy and Kueny [5], or in [33] the polynomial one devel-
oped by Song and He [34]. In [15], the pure liquid is con-
sidered as fully incompressible, while compressible effects
are taken into account in [33] and also in the present work.

¢ The homogeneous approach associated with a convection/
production equation for the void fraction a was applied by
Saito et al. [35], Wu et al. [16], and Kunz et al. [19], with
various formulations of the production term (see Table 3).
Note that in [16] and [19], the classical expression p=apv
+(1-a)pl is used to derive the mixture density from the
void fraction, whereas Saito et al. adopt a more complex
state law involving not only « but also the local pressure.

e Kawamura and Saokoda [36] use a so-called sheet cavity
model that is a combination of a level-set approach (to ob-
tain the position of interfaces, which delimit areas charac-
terized by a pressure equal to Pvap) with a homogeneous

approach (in the rest of the domain). In the areas governed
by the homogeneous model, the void fraction is obtained
from the resolution of a simplified Rayleigh-Plesset
equation.

e Kinnas et al. [37] use a boundary element method (BEM):
the cavity shape is obtained iteratively by applying kine-
matic and dynamic boundary conditions at the cavity inter-
face. This method is significantly different from the three
previous ones because it focuses on the mean characteristics
of the sheet cavity, whereas the other ones are supposed to
reproduce the unsteady features of the flow, including cavi-
tating areas detached from the foil.

In addition with these distinctions, various turbulence models
have been also used:

*  Most of the simulations are based on a RANS approach and
a two-equation turbulence model such as k-g [15,16,19],
k- RNG (present work), or k- [36]. In most of the cases,
modifications are applied to the standard model: the dimi-
nution of the turbulent viscosity initially proposed by Re-
boud et al. [12] is used by Pouffary et al. [15], and also for
the present simulations. A filtered version of k-¢ is applied
by Wu et al. [16], and compared to the standard version
from Launder and Spalding.

e An algebraic Baldwin-Lomax model is used by Saito et al.
[35].

e Large eddy simulations (LES) models are used by Qin et al.
[33] and Kunz et al. [19]. In this last case, it is associated
with a RANS k-g approach, yielding to a detached eddy
simulation (DES) model. The DES model is an LES in the
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Table 3 Results of the numerical workshop of the 5th International Symposium on Cavi-

tation, Osaka, Nov. 2003
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wapot
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areas where the grid is fine enough, and it turns to the clas-
sical RANS approach elsewhere.

e Kinnas et al. [37] use a potential solver associated with a
boundary layer model to include the viscous effects.

4.2 Results in Noncavitating Conditions. The lift coeffi-
cients obtained in noncavitating conditions are most of the time
close to the experimental measurement C;=0.65: all the results
but one are in the range 0.6-0.67. Only the value obtained in [16]
with the filtered k-& model is significantly lower. It suggests that
the results obtained in cavitating conditions with this model
should be considered circumspectly. Concerning the draft coeffi-
cients, the results are spread over a larger range 0.005-0.029. It
can be noticed that some results obtained with the same turbu-
lence model are notably different: for example, the values Cp
=0.029, 0.024, and 0.007 are obtained in [15,16,19] with the same
standard k-& model. It shows that the numerical treatment of the
equations, i.e., the discretization and the algorithm, play also an
essential role in the simulations. In this example, the calculations
performed by [15] and [19] are based on dual time-stepping and
preconditioning methods, whereas a pressure based method is
used in [16]. Accordingly, the values obtained in [15] and [19] are
relatively close, while the value reported in [16] is notably lower.

4.3 Results for o4ownstream=0-8. This first flow condition im-
posed in the numerical workshop corresponds in the present cal-
culations to the case 0=0.9 reported in Sec. 3.3, i.e., o/2a=3.7.
In the experiments performed in the IRENav cavitation tunnel,
this outlet condition is obtained for 0=0.85, i.e., o/2a~=3.5.

The results presented in the workshop generally exhibit a peri-
odical unsteady behavior for ogoynsiream=0-8. TWo exceptions can
be noted: Kinnas et al. [37] modelize a steady cavity, but this is
inherent to the boundary element method that they use; thus, at-
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tention should focus on the comparison between their results and
the mean characteristics of the sheet cavity. Qin et al. [33] obtain
a stable cavity with only nonorganized fluctuations. It should be
noted that these authors have obtained with their numerical model
unsteady cyclic behaviors in a configuration of NACAQO01S5 foil
section, in close agreement with the experimental measurements
[38]. The cavitation model used in [33] is similar to the one ap-
plied in the present study, so the turbulence models may be mostly
responsible from the disagreement between the two results.

Figure 20 presents the spectral analysis of the pressure fluctua-
tions in the foil wake for two values of ¢/2«. In the configuration
o/2a=3.5, Fig. 20(a) shows that the behavior of the sheet cavity
in the present experiments is clearly periodic with a Strouhal num-
ber St.=fX [/ V,e=0.15, i.e., St;=f X1/ Vo close to 0.1. In the
configuration o/2a=4.1, Fig. 20(b) shows a shift of St,, which
becomes close to 0.45. Such a transition for o/2a=4 has been
obtained previously with other foil sections by Arndt et al. [20]
and Leroux et al. [21] as well in experiments as in simulations.

In the St. Anthony Falls Laboratory (SAFL) cavitation tunnel,
strong periodic oscillations were measured in the range 3
<o/2a<4, with a Strouhal number St.=~ 0.2, as reported by Qin
[38]. Conversely, no significant periodic unsteadiness was clearly
detected for o/2a>4.

The reason for such a disagreement between the two cavitation
tunnels is difficult to handle. However, the question of the flow
confinement should be addressed, since it may have some signifi-
cant influence on the flow behavior.

Most of the numerical simulations reported in Table 3 are in fair
agreement with St;=0.1: values obtained in [15,16,19,36] and also
in the present work are in the range 0.075-0.15. The higher value
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Fig. 20 Spectral analysis of the pressure fluctuations sampled
at 6.5 chords downstream the foil trailing edge (a) o/2a=3.5,
(b) o/2a=4.1

St;=0.25 obtained by Saito et al. [35] may correspond to the ex-
perimental behavior observed in the present experiments for
og/2a>4.

The values obtained for the maximum cavity length and the lift
and drag coefficients are scattered into large ranges: 22—-110% for
/1, 0.36-0.73 for C;, and 0.007-0.146 for Cp. The dispersion
of 1/l 1s not surprising, since the attached part of the sheet cavity
is sometimes difficult to separate from the detached cloud of va-
por, particularly if time-averaging of the flow is performed to
obtain this information. Indeed, there was some confusion in the
papers between the length of the time-averaged cavity and the
maximum cavity length. However, most of the values fall inside
the range 57-76%, which is consistent with the experimental
length [/1,.,;=70%. The small cavity obtained by Qin et al. [33]
may be associated with the stable flow that is obtained by the
authors. Conversely, the large values 103%, 110%, and 97% re-
ported in [19] and [36], respectively, are based on time-averaged
shapes of the sheet cavity, which include the detached clouds of
vapor. It is expected that the estimation of the maximum length of
the attached cavity would give values of /[ consistent with the
experiments.

Concerning the lift and drag coefficients C; and Cp, mean val-
ues close to 0.5 and 0.08, respectively, can be derived from the
numerical results. The values reported in [37] are notably higher,
which suggests that the boundary element method may be inap-
propriate in configurations of pronounced flow oscillations. On
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Fig. 21 Sheet cavity for ogownstream=0-4

the other hand, the value of C; reported in [33] is also signifi-
cantly lower, in accordance with the stable sheet cavity obtained
by the authors. It can be noticed than significant differences of the
mean drag coefficient Cp in the numerical results may be associ-
ated with slightly different values of o, for a given O yywnstream
=0.8. This may partially explain some disagreements between the
results, since the present flow condition is close to the transition
observed in the experiments for o/2a=4.

It can be finally remarked that nearly all the simulations predict
a detachment point of the cavity located at the foil leading edge,
i.e., [/ ls=0, whereas /,/l.; can be estimated from flow obser-
vations to ~3% for the present flow condition in the experiments.
Only Qin et al. [33] obtain a sheet cavity detachment in reason-
able agreement with this value. Their cavitation model is analo-
gous to the one used in the present work, so this discrepancy
illustrates again the influence of the turbulence model on the
results.

4.4 Results for o gownstream=0-4. This second flow condition
imposed in the numerical workshop corresponds in the present
calculations to the case 0=0.55 reported in Sec. 3.4, i.e., 0/2«a
=2.25. Like in Sec. 3.3, the sheet cavity detachment point is well
predicted only by Qin et al. [33], while other simulations exhibit a
nearly zero distance [,/ .

Various results are obtained for oyownseam=0-4: periodical os-
cillations are still obtained by [16,19,35], whereas a stable cavity
with only small-scale fluctuations is simulated in [33,36] and also
in the present work. This second behavior is in agreement with the
experiments performed in the SAFL cavitation tunnel [38], which
exhibit a stable sheet cavity with no characteristic frequency. A
completely steady sheet cavity is obtained in [15] and, of course,
in [37], because of the cavitation model used by Kinnas et al. In
nearly all cases, the maximum sheet cavity is longer than the
chord. This point is in accordance with the present experiments
(see Fig. 21), although the maximum length is difficult to estimate
precisely.

The lift coefficient is obtained in the range 0.16-0.29, most of
the results being close to 0.2/0.22. The drag coefficient is spread
over a much larger range 0.008—0.23, but most of the simulations
indicate a value close to 0.07/0.08. Concerning these two coeffi-
cients and also the mean vapor volume, a remarkable agreement
can be noted between the present simulations and the ones per-
formed by Kunz et al. [19] and Saito et al. [35], for both values of

T downstream-

Conclusion

The foil section proposed in the numerical workshop of the 5th
International Symposium on cavitation was investigated numeri-
cally and experimentally for several cavitating conditions. Nearly
stable sheet cavitation, unsteady cloud cavitation, and severe cavi-
tating conditions close to supercavitation were successively ob-
tained by decreasing the cavitation number. These results were
also compared to the peer numerical simulations of the same test
case performed by other authors with various cavitation models
and turbulence models.
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Five main conclusions can be drawn from this study:

i.  The numerical model, which consists of a single fluid ap-
proach based on the use of a barotropic state law for the
liquid/vapor mixture, reproduces correctly the different
global behaviors of the sheet cavitation, according to the
cavitation number.

ii.  The inception point at the foil leading edge is located more
upstream in the simulations than in the experimental visu-
alizations. This may be partially due to the surface rough-
ness, which seems to have in the experiments a notable
effect on the cavitation pattern at the leading edge, but is
not taken into account in the numerical simulations.

iii. Several discrepancies have been observed concerning the
two-phase flow structure in the cavity wake: the code pre-
dicts systematically sharp transitions between the cavita-
tion area and the liquid flow, whereas in the experiments
the downstream part of the cavity has an indistinct shape.
Regions of flow condensation, characterized by a very low
void fraction in the experiments, are not reproduced by the
model. This may be related to the physical model itself,
which links directly the density to the pressure. This is
probably a reasonable assumption in the cavity upstream
end, where the vaporization rate is governed by the local
pressure gradient, whereas during the condensation pro-
cess, other mechanisms, such as slip velocity between the
phases, or surface tension may have a significant effect on
the condensation rate. The fact that no inclusion of air is
presently taken into account in the calculations may also
notably modify the void fraction in the cavity wake. How-
ever, it can be noted that the other models applied in the
peer simulations, such as the homogeneous approach
based on the transport equation for «,, do not significantly
improve this point; it suggests that the development of an
appropriate model for the condensation process in the cav-
ity wake requires some further work.

iv.  The two different unsteady behaviors reported previously
by Arndt et al. [20] have been also obtained in the present
study, both in the simulations and in the experiments: St,.
is constant for o/2a <4, close to 0.15, whereas St; is con-
stant for o/2a>4, close to 0.25/0.3. St;=~0.25 is consis-
tent with many previous experimental studies, in various
configurations of foil sections and Venturi-type sections
(see, for example, [20,21,31,32]). Conversely, the value
St.=~0.15 is lower than the one reported by Arndt in the
case of the NACAO0015 foil section (St.=~0.2/0.25), and
also slightly lower than the value measured in the SAFL
cavitation tunnel [38] in the present configuration (St,
~(.2). This disagreement is difficult to handle. However,
the question of the flow confinement and more generally
of the influence of the test facilities should be addressed.

v.  Peer numerical results obtained by [15,16,19,33,35-37]
exhibit various behaviors for oyounsream=0.8 (i.€., o/2a
~3.7<4), from steady sheet cavitation to periodic cloud
cavitation. Most of the predicted Strouhal numbers agree
neither with St.=0.15 (present experiments) nor with St,
=0.2 (SAFL experiments). It suggests that the flow insta-
bility for o/2a<4 is not governed only by 2D mecha-
nisms, but also by 3D effects that are not taken into ac-
count in the 2D simulations, leading to this dispersion of
the results. Conversely, for o/2a>4, the correct value
St;=0.25/0.3 has been usually obtained in previous simu-
lations [18,20,21,26], which implies that the physics of the
unsteadiness is correctly reproduced by 2D models. It was
shown for example in [21] that the flow instability in this
case is mainly governed by the periodic reentrant
jet, whereas other effects such as pressure wave propaga-
tion play also a significant role for o/2a<<4. Three-

Journal of Fluids Engineering

dimensional calculations may be necessary in these more
complex situations.
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Nomenclature
Cpin = minimum speed of sound in the medium (m/s)
f = cavity self-oscillation frequency (Hz)
los = reference length (chord of the foil) (m)
! = maximum length of the attached part of the
cavity (m)
I, = distance between the leading edge and the de-
tachment point (m)
P = static pressure (Pa)
P,; = reference pressure (inlet static pressure) (Pa)
Py, = vapor pressure (Pa)
St; = fX1/ Vs (Strouhal number based on the cavity
length)
St. = fXlp/ Vier (Strouhal number based on the
chord)
Tret = it/ Viet (s)
U(u,v) = local velocity (m/s)
U'(u",v") = first estimation of the velocity in the SIMPLE
algorithm (m/s)
dU(du,dv) = correction of the velocity in the SIMPLE algo-
rithm (m/s)
Vet = reference velocity (inlet velocity) (m/s)
a = incidence angle of the foil (°)
a, = local void fraction
p = fluid density (kg/m?)
p* = first estimation of the density in the SIMPLE
algorithm (kg/m?3)
dp = density correction in the SIMPLE algorithm
(kg/m?)
pi» py = liquid/vapor density (kg/m?)
pref = reference density=p; (kg/m?)
O = (PrerPyap)/ (pV2;/2) cavitation number
Ogownstream — O based on the outlet static pressure
Tinception = value of o corresponding to inception of
cavitation
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A Numerical Study of Entrainment
Mechanism in Axisymmetric
Annular Gas-Liquid Flow

The main purpose of this study is to investigate liquid entrainment mechanisms of annu-
lar flow by computational fluid dynamics (CFD) techniques. In the modeling, a transient
renormalization group (RNG) k-& model in conjunction with an enhanced wall treatment
method was employed. In order to reconstruct the two-phase interface, the volume of fluid
(VOF) geometric reconstruction scheme was adopted. Simulation results indicated that
disturbance waves were generated first on the two-phase interface and that their evolu-
tion eventually resulted in the liquid entrainment phenomena. The most significant ac-
complishment of this work is that details of the entrainment mechanism are well de-
scribed by the numerical simulation work. In addition, two new entrainment phenomena
were presented. One entrainment phenomenon demonstrated that the evolution of indi-
vidual waves caused the onset of liquid entrainment; the other one showed that the
“coalescence” of two adjacent waves (during the course of their evolution) played an
important role in the progression of liquid entrainment. Further analysis indicated that
the two entrainment phenomena are inherently the same entrainment mechanism. The

newly developed entrainment mechanism is based on conservation laws.
[DOL: 10.1115/1.2427078]

Keywords: entrainment mechanism, CFD, k-& model, VOF model, waves

1 Literature Review

Gas-liquid annular flow is an important two-phase flow regime.
It frequently occurs in thermal management and thermal control
systems in terrestrial and nonterrestrial energy transport systems,
such as nuclear reactors, power plants, boilers, heat exchangers,
and space station’s thermal management systems. In annular flow,
excessive liquid entrainment could lead to catastrophic events
caused by “dry-out” conditions in which the liquid film is com-
pletely removed from contact with the channel’s walls. It is very
important to be able to predict such conditions to avoid its actual
occurrence, particularly in situations where the effects could be
quite disastrous (such as the breakdown of a nuclear reactor).
However, the onset of the entrainment process and its progress
through the formation of what is known as “disturbance waves” is
poorly understood. This study is aimed at an improved under-
standing of this process by means of a numerical investigation.

Generally, there are three well-known mechanisms by which
the liquid film is entrained into the gas core in vertical upward
annular flow; these are: (a) wave entrainment, (b) entrainment by
bubble burst, and (c) entrainment by droplet impingement. It is
widely accepted that after disturbance waves are generated in the
flow, wave entrainment is the most dominant liquid entrainment
mechanism, while the other two types of mechanisms are gener-
ally neglected. This, in fact, is supported by the findings of Van
Rossum [1], Hall-Taylor et al. [2], Woodmansee and Hanratty [3],
and Schadel and Hanratty [4]. Their research work showed that
significant liquid entrainment cannot be measured until after dis-
turbance waves appear in the annular flow. Conventionally speak-
ing, when the liquid entrainment mechanism is mentioned in an-
nular flow, it usually refers to the wave entrainment mechanism.
Thus, the wave-induced entrainment mechanism is the focus of
this simulation work.

When disturbance waves appear at the liquid-gas interface, the
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wave entrainment mechanism is the dominant one that shears off
droplets into the gas core. The relation between the disturbance
waves and droplet entrainment has been clearly established since
the 1960s by photographic and visual studies [3,5-7]. However,
the exact mechanism for how the liquid droplets are generated out
of a disturbance wave is still controversial. The fundamental rec-
ognition is that liquid entrainment is due to the disturbance wave
crest being sheared off into the gas core. Several wave entrain-
ment mechanisms were proposed to interpret this shearing-off
process based on various studies, which include wave undercut,
wave rolling, ripple wave shearing off, and wave coalescence.
Thus far, there is no solid and direct evidence to favor any par-
ticular one.

Hewitt and Hall-Taylor [8] and Whalley [9] were the first to
introduce the wave undercut entrainment mechanism as shown in
Fig. 1. In this mechanism, part of the liquid in the disturbance
wave peak region is “stretched” and sheared off by the incoming
high-speed gas flow in the core. The sheared-off liquid eventually
breaks up into droplets of various sizes. The wave undercut en-
trainment mechanism was derived from the droplet breakup
mechanism. The fundamental work on this entrainment mecha-
nism can be traced back to Lane [10].

The wave rolling entrainment mechanism has been described in
a way similar to the breakup of beach waves in high winds and
was initially introduced by Hewitt and Hall-Taylor [8]. Under the
action of high-speed gas, the tips of disturbance waves will be
rolled forward and subsequently break up into liquid droplets. The
process is schematically shown in Fig. 2. This mechanism was
developed from the breakup mechanism of liquid jets and liquid
sheets. However, just as the authors [8] questioned, it is doubtful
if the conclusions on the work of liquid jets and sheets could be
directly applied to disturbance waves in annular flow since the
latter case is far more complicated than the former.

Hall-Taylor et al. [2] investigated the motion and frequency of
the disturbance waves in a vertical annular two-phase flow (Tube
i.d.=31.25 mm). Using high-speed cine films, they observed that
the collision and combination of two disturbance waves lead to
liquid droplet entrainment. This, in effect, describes the wave coa-
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Fig. 1 Wave undercut entrainment mechanism [9]

lescence entrainment mechanism, as illustrated in Fig. 3. How-
ever, no photographs were presented to show how this process
happened. In the study, they defined three types of wave colli-
sions. Based on that mechanism, Wilkes et al. [11] derived a wave
coalescence model by which the entrainment fraction due to the
wave coalescence was predicted. Comparison of the modeling re-
sults with the experimental data indicated that the liquid entrain-
ment fraction due to the wave coalescence could be a significant
portion of the total liquid entrainment. This model was based on
the Monte Carlo techniques.

The ripple wave shearing-off entrainment mechanism was pro-
posed by Woodmansee and Hanratty [3]. They investigated the
liquid entrainment mechanism of a stratified flow in a horizontal
rectangular channel. Their high-speed photographs revealed that
liquid entrainment occurs by the removal of small wavelets that
exist on top of the disturbance waves in the liquid film. The au-
thors further pointed out that it is the Kelvin-Helmholtz instability
that caused the removal of ripples from the surface of the distur-
bance wave. The process is shown schematically in Fig. 4. It is
noted that the importance of disturbance waves in this mechanism
is to provide a “platform” from which liquid entrainment is trig-
gered. It is similar to all previously discussed types of wave en-
trainment mechanisms in that the liquid carried by the disturbance
waves provides the entrained liquid droplets.

From the above survey, it is clear that there exist different theo-
ries and explanations for the wave entrainment mechanisms of
annular flow, but a full understanding of such mechanisms is at
best incomplete and uncertain at present. In addition, there are no
sufficient details about any of the above mechanisms to favor one
over the others due to the lack of consistency in the results. This is
partially due to the limitations of current instrumentation methods,
but also due to the extreme complexity of the liquid entrainment
process itself. With such limitations and complexity of the experi-
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mental procedure, and with the significant progress in CFD tech-
niques, several studies have attempted using numerical modeling
to get clues into the process.

Thus far, there exist a few models to study the wave entrain-
ment mechanisms. In addition to the work by Wilkes et al. [11] on
the wave coalescence mechanism, Holowach et al. [12] presented
a model to study wave entrainment, which was based on the work
of Ishii and Grolmes [13] for the wave breakup. The latter was
adapted from the work of Sevik and Park [14] on shattering of a
droplet caused by resonance from gas-phase turbulence. Basically,
the model was based on a force balance and interfacial instability.
The forces considered in the model were the wave-crest drag
force, gravitational force, and surface tension force.

The limitations of these models could be summarized as fol-
lows: (i) they are highly dependent on dimensionless groups and
sometimes experimental correlations; and (ii) they have more or
less dependency on the physical process of the targeted mecha-
nism. These limitations reduce the usefulness of these existing
models. According to the authors’ best knowledge, no CFD model
for liquid entrainment was found to be reported in the open litera-
ture.

2 Modeling

2.1 Model Formulations. The annular flow in this study is a
vertical upward cocurrent air-water flow in a small diameter tube
with an inner diameter of 9.525 mm. For annular flow in a small-
diameter tube (i.d.<58 mm [15]), the liquid film is uniformly
distributed around the tube circumference [16], and disturbance
waves appear circumferentially coherent [2], [17], [18], two-
dimensional [19], and circumferentially symmetrical [8], [20].
The observations by Martin [21] indicated that waves were highly
regular in tubes with an inside diameter of 10 mm, which corre-
sponds to the present study. These characteristics of disturbance
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Fig. 4 Ripple shearing-off entrainment mechanism [3]
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Table 1 Summary of the model configuration Water inlet
Tube wall
Item Model configuration 0.56 — Tube
. . i Ra.2fomp =~ v, Ra-76 mm Tube outlet
Phases in VOF Air Primary phase - - - - “axis
model Water Secondary phase Air inlet E— Flow direction
Relaxation factors for all variables 1.0 | Tube wall 500 mm
¢ gl
Discretization Pressure Body force weighted
schemeg Pressure-velocity coupling PISO Fig. 5 Schematic of the simulation domain
of convective Momentum equation First order upwind
terms in . . .
governing Turbulent kinetic energy First order upwind
equations Turbulence dissipation rate First order upwind

waves are obviously important in modeling of waves and the flow
phenomena associated with them. They indicate that a two-
dimensional model is sufficient for CFD modeling of annular flow
in a small-diameter tube.

Based on the work of Han [22], the gas core of annular flow in
this study is in the turbulent state while the liquid film has strong
features of the near-wall region flow. The RNG k-& model, em-
ploying a scheme to consider the near-wall flow effects, is used in
the simulation. The enhanced wall treatment method is used to
deal with the near-wall flow effects. With this method, a coarser
mesh than that of low Re k-& model is allowed in the viscosity-
affected near-wall region with little impact on the accuracy of
simulation in that region. In order to reconstruct the gas-liquid
interface of annular flow, the VOF geometric reconstruction
scheme is adopted. Becuase of the flow axisymmetry, a two-
dimensional model is constructed. The model in this simulation is
a transient model.

FLUENT® 6.18 is used as the solution tool. For the model, the
package uses a segregated solver that solves the governing equa-
tions sequentially, and implicit discretization schemes for the mo-
mentum k and e transport equations. However, the package uses a
first-order explicit time-marching scheme to solve the time-
dependent continuity equations for the volume of fractions. In the
modeling, the surface tension is included and its value is set to
that of the air-water surface tension, i.e., 0.072 N/m. Some other
information on the model configuration is listed in Table 1. The
convergence criterion is set such that the residuals of all the vari-
ables are <1073,

As shown in Table 1, air is set as the primary phase and water
is the secondary phase. In FLUENT® 6.18, the results are not af-
fected by the selection of which phase is chosen as the primary
phase. The only difference is the solution methods for their vol-
ume fractions.

2.2 Overview of Experimental Work. It should be noted that
in this simulation the simulation parameters are determined ac-
cording to the experimental work of MacGillivray and Gabriel
[23]. They measured the film thickness in air-water annular flow.
In the experiments, the air-water two-phase mixture entered into a
9.525 mmi.d. stainless-steel tube and was allowed to develop
over a length of 0.72 m (76 D). The liquid superficial velocity
ranged from 0.076 m/s to 0.315 m/s, and the gas superficial ve-
locity ranged from 15.8 m/s to 29.4 m/s. The measured average
liquid film thickness ranged from 0.2 mm to 0.8 mm. Further de-
tails of the experimental work can be found in MacGillivray and
Gabriel [23].

In addition, another experimental analysis work was carried by
Zhao and Rezkallah [24] is used to compare to the simulation
results, which is to prove that the simulation work is reliable.
Zhao and Rezkallah [24] achieved a microgravity flow map based
on the experimental measurements and observations in a simu-
lated zero-gravity condition aboard the NASA’s Zero-gravity KC-
135 aircraft. The liquid superficial velocity ranged from
0.09 m/s to 3.73 m/s, and the gas superficial velocity from
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0.2 m/s to 29.9 m/s. Bubble, slug, frothy slug-annular, and annu-
lar flows were observed to exist. They used a dimensionless num-
ber, the Weber number (We), as the correlating parameter for the
different flow regimes in a similar tube size and shape. According
to their study, when the gas-phase Weber number was larger than
20, We,>20, the flow at microgravity condition was annular
flow. When We, <1, the flow was bubble or slug flow, and for
values of We between 1 and 20, the flow was transitional.
The Weber number is defined as
2
We, = VD (1)
o
where o is the air-water surface tension and p is the density of the
gas phase.

2.3 Simulation Domain. The simulation domain is shown in
Fig. 5. Only half of the tube domain is simulated since the flow is
axisymmetric. The simulation domain is bounded by the tube
wall, tube axis, and the tube inlet and outlet sections. Air and
water enter the inlet section with the air inlet radius set to 4.2 mm,
and the water annulus width at the inlet section is set to
0.5625 mm. These values are chosen based on the range of mea-
sured liquid film thickness in a channel of 9.525 mmi.d. [23]. In
the simulation, the tube length is set to 500 mm, shorter than the
actual development length used by MacGillivray and Gabriel [23].
This length is chosen because it can satisfy the simulation objec-
tive with a minimum computational time.

2.4 Boundary and Initial Conditions. Boundary conditions:
As shown in the experimental study, water is supplied through the
tube’s inlet at a constant velocity V). In the simulation, the water
velocity ranges from 0.7 m/s to 1.1 m/s, corresponding to the ac-
tual measured liquid velocity [23]. The volume fraction of water
at the inlet was set to 1, meaning only water is flowing at the
water annulus inlet section. As to the turbulence boundary condi-
tions, the turbulence intensity and hydraulic diameter are used to
specify the turbulence parameters. The turbulence intensity / is
defined as the ratio of the root-mean-square of the velocity fluc-
tuations u’ to the mean flow velocity u, i.e., I=u’'/u. Commonly,
for low intensity turbulent flow, /<1%, and for high-intensity
turbulent flow, />10%. This principle is used to estimate the
turbulence intensity at the inlet. Because in this study the liquid
film of annular flow has the features of near-wall flow, a low value
for I is appropriate for this simulation. At the water inlet, the
turbulence intensity of the water is set in a range of 0.2—1.2 %,
corresponding to the different water inlet velocities. The hydraulic
diameter is kept the same as the two times width of the water
annulus inlet (0.5625 mm).

Air is supplied through the gas portion of the inlet section at a
constant velocity V,, as shown in Fig. 5. In the simulation, V,
ranges from 0.5 m/s to 15 m/s, which is, in fact, lower than the
actual measured gas velocity. This arrangement is mainly to save
on computational time and prevent the potential liquid flow break-
down at higher gas velocities. The volume fraction of water at this
portion of the inlet was set to 0, meaning no water flow. As to the
turbulence boundary conditions, the turbulence intensity of the air
was set in the range from 1% to 10% corresponding to various air
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Table 2 Boundary conditions at tube inlet (air and water inlets)

Boundary condition Water inlet Air inlet
Constant velocity inlet (m/s) 0.7-1.1 0.5-15
Turbulence specification Turbulence intensity (%) 0.2-1.2 1-10
Hydraulic diameter (mm) 1.125 8.4

Volume fraction of secondary phase (water)

1 (with water flow) 0 (no water flow)

velocities. The hydraulic diameter remains the same as the diam-
eter of the air inlet section of 8.4 mm. The boundary conditions at
the tube inlet are summarized in Table 2.

The gas and liquid Reynolds numbers corresponding to the
simulated conditions are listed in Table 3, in which V is the actual
velocity of the gas or liquid phase; V is the superficial velocity;
Re is the actual Reynolds number based on the gas or liquid inlet
dimension; and Re, is the superficial Reynolds number based on
the inner tube diameter. According to the work of Andreussi et al.
[25], the critical liquid Reynolds number for disturbance wave
formation is ~280. It can be seen from the Table 3 that the liquid
Reynolds numbers in this work exceed the critical value.

A no-slip boundary condition is assumed at the tube wall. The
flow is axisymmetric with the gradient of all the variables about
the axis being zero, i.e., d¢/dr=0 (¢ can be the velocity, k, or €).
An outflow boundary condition is assumed at the tube outlet.

Initial conditions: The initial conditions in the simulation are
the same as those in the experiments. At =0 s, the tube is full of
air. This means the volume fraction of the secondary phase, i.e.,
water, is zero everywhere in the tube. The initial pressure in the
tube is 1 atm. As far as the velocities, both radial and axial ve-
locities in the tube are set to 0 m/s at =0 s. The same applies to
the initial k¥ and & values.

2.5 Material Properties. The air and water properties are
listed in Table 4.

2.6 Additional Considerations. Additional considerations
dealing with the effects of changing the gravity level, the mesh
size, and the time step in the simulation are addressed here.

Gravity level: Gravity has a destabilizing effect on the flow. In
this simulation, the gravity is set to zero.

Mesh size: The mesh size contributes to the computational time
and the accuracy of the results. A finer mesh has the potential to
improve the accuracy of the simulation results, but this improve-
ment comes in many cases at the expense of computational time.
Thus, a balance between the accuracy of the results and the com-

Table 3 Gas and liquid (water and air) Reynolds number in the
simulation

V (m/s) V, (m/s) Re Re,

Liquid 0.7-1.1 0.16-0.24 788-1238 1482-2328
Air  0.5-6-15 0.39-4.7-11.7 287-3444-8610 253-3037-7593

Table 4 Phase properties

Density Viscosity

Phase (kg/m?) (kg/(m s))

Air 1.23 1.8 107
‘Water 1000 1073

puting time should be always sought. The mesh size, shown in
Table 5, attempts to meet this principle. A quadrilateral mesh is
used for this simulation.

In Table 5, Arp, and Ar;, are the maximum and minimum
mesh sizes in the radial direction, respectively; and Ax is the mesh
size in the axial direction. In addition, 20 mesh nodes are arranged
on the tube radius (nearly half of these nodes are distributed in the
region between the tube wall and estimated interface) and 101
nodes on the tube axis or tube wall.

The mesh is evenly distributed in the axial direction while an
uneven distribution of the mesh is used in the radial direction in
such a way as to satisfy the goals of the simulation. It is known
that the wave-induced entrainment phenomenon occurs on the
gas-liquid interface. This also requires a finer mesh near the tube
wall region in order to capture the features of this process in the
simulation. Therefore, in this research, the mesh distribution in the
radial direction is designed in such a way that the mesh is fine
near the wall but as it gets closer to the tube axis, it becomes
coarser.

Time step: The time step depends on two-phase velocities and
mesh sizes. The higher the two-phase velocities and the smaller
the mesh sizes, the smaller is the time step. Once the mesh sizes
are set, the initial time step is determined by two-phase inlet ve-
locities. The initial time step is the one that works throughout the
whole simulation if a smooth interface is generated between the
two phases. For this simulation work, the initial time step is set at
1077 5. In the simulation, once a wave is generated on the inter-
face, the gas velocity will increase due to the contraction of the
gas core near the wave peak region and the time step should be
refined accordingly.

3 Results and Discussions

Various meshes were designed and mesh-independent calcula-
tions were conducted. Comparisons, as shown in Table 6, indi-
cated that the base mesh already produced mesh-independent re-
sults. The wave parameters around a position of x=190 mm at ¢
=2.163 s for each mesh are obtained, and the comparisons are
conducted in terms of wave parameters. The results of comparing
the wavelength and wave height from the four meshes are sum-
marized in Table 6. It can be seen that the wave height appears not
to be influenced by the different meshes. The standard and the
finer meshes produce almost the same wavelengths, whereas those
of the two coarser meshes are different. These results show that
the base mesh meets the requirement to generate mesh-
independent results.

The simulation results are presented in this section. In the con-
tours, the other symmetrical part of the calculation domain is
added using the “mirror” function of FLUENT® 6.18 In the figures,
the dark color always represents the liquid phase, while the gray
color represents the gas phase (air in this case). Based on the mesh
described above, two annular flow cases (see Table 7) were simu-
lated and their results are presented and discussed.

Table 5 Mesh size for the simulations

Mesh size (mm)

Mesh node numbers

Domain dimensions (mm)

Arp Ax Tube radius
0.138 5 20

max

0.476

Tube length Tube radius
101 4.7625

Tube length
500
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Table 6

Comparison of wave parameters: wave height and wavelength

Nodes in Wave
radial Nodes in axial Node Wavelength height
Mesh direction direction number (mm) (mm)
Base mesh 20 101 2,020 25.4 1.1
Finer mesh 21 106 2,226 25.3 1.1
Coarser mesh 19 81 1,539 29.6 1.1
1
Coarser mesh 17 73 1,241 31.6 1.1
11

3.1 Comparisons to Experimental Work. The purpose of
this section is to compare the simulation results to those obtained
from the experimental work by Zhao and Rezkallah [24] to vali-
date the simulation techniques used in this study. It includes a
study of the flow patterns arising from the simulation and com-
pares them with the experimental flow regimes.

3.1.1 Flow Patterns From Simulations. In the former sections,
it was mentioned that two annular flows were simulated at V,
=6 m/s and V,=15 m/s. In both cases, the liquid velocity V; was
kept constant at 1 m/s. In this study, a slug flow was obtained by
decreasing the gas velocity from its initial value to 0.5 m/s, while
keeping the liquid velocity at 1 m/s. Restricted by the simulation
domain, only one complete slug is obtained, which is shown in
Fig. 6. It can be seen from the figure that a second slug is forming
downstream.

Thus, two types of flow patterns are obtained from the present
simulations: two annular flows (cases I and II), and one slug flow
when the gas velocity is reduced.

3.1.2 Comparison of Flow Patterns. The results of the flow
pattern simulation are similar to those obtained from the experi-
mental analysis work conducted earlier by Zhao and Rezkallah
[24]. In the simulation, the two types of flow patterns are obtained
with gravity set to zero. The We, for the three simulation cases
have been calculated and the results are listed in Table 8.

According to the criteria of Zhao and Rezkallah [24], the simu-
lation flow patterns from cases II and III agree well with the
microgravity flow map, while the result from case II should have
been slug-annular flow instead of annular flow. The discrepancy
of case II can be explained in that, based on a sensitivity study, it
is known that the presence of gravity greatly influences the flow
patterns since the gravitational force acts as a destabilizing force.
In the simulation, gravity is set to zero and its influence on the
flow is therefore excluded. However, in the microgravity experi-
ments, although it is significantly reduced, the influence of the
gravitational force still exists due to residual gravity effects. Thus,

Table 7 Annular flow cases for simulation

v, V, Flow
Cases (m/s) (m/s) Re; Re, regime
1 1 15 1125 8610 Annular
flow
1T 1 6 1125 3444 Annular
flow

Table 8 Weber number values for the three simulation cases

v,

Cases Flow pattern in simulation (m/gs) We,
I Annular flow 15 6
I Annular flow 6 37
111 Slug flow 0.5 0.04
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a lower Weber number in the simulation could sustain an annular
flow. This is not the case in actual microgravity conditions.

3.1.3  “Disturbance Waves” on the Two-Phase Interface. The
main purpose of this study is to explore the liquid entrainment
mechanism in annular flow. However, due to the strong role of
waves in the entrainment process, they need to be considered.
Figure 7 shows an individual wave on the two-phase interface.

Figure 7 shows that a fully developed wave has a wavelength of
25 mm, approximately three times the tube diameter; and a wave
peak of ~1.1 mm, slightly larger than the average liquid film
thickness. Simulation also shows the waves are propagating
downstream in the tube axial direction, further indicating that the
simulation waves are axially coherent. These features are typical
of disturbance waves. In addition, just as in the case of a distur-
bance wave, the wave crest on the leeward side is relatively steep,
whereas the part on the windward side is relatively smooth. There-
fore, it can be concluded that the waves generated on the interface
can be classified as disturbance waves. However, as clearly ob-
served from the numerical results, the “disturbance wave” images
are less irregular and much less chaotic than those observed from
experiments (e.g., [3,4,25]). This is mainly due to features of k-&
model. The model yields time-averaged or ensemble-averaged re-
sults, which leads to more smooth and orderly wave shape. For
convenience, the waves obtained in this work are still called dis-
turbance waves.

The other wave characteristic that could be seen in the simula-
tion is that the waves are dynamic. That is, they are continually

Flow direction

= —————
!
I
T T —
! 320 340 360 380 400 420 440 460 480
x (mm)

Fig. 6 Slug flow at V,=0.5 m/s; V;=1 m/s; and t=1.7268 s
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Fig. 7 Wave shape and dimensions in the fully developed re-
gion; Case Il (V,=6 m/s; V=1 m/s) at t=2.163 s
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Fig. 8 Waves in the enlarged wavy region of case Il (V=6 m/s; V=1 m/s); t

=2.163 s

developing over time and changing their shapes under the action
of the gas flow from the moment of their inception. Figure 8
shows a number of interfacial waves in the wavy region. By care-
ful examination of the wave shapes at the upstream locations of
250 mm — 280 mm, and their shapes at the downstream locations
of 310 mm — 350 mm, the reader can deduce that these waves are
different. In particular, it can be seen that the last two waves
downstream started to protrude into the gas core as demonstrated
by the shape of the wave crests. The protruding part is due to the
action of the gas flow on the wave crest and, as it develops further,
it will finally be sheared off from the wave crest and entrained in
the form of droplets in the gas core.

The gas-phase velocity in the simulation is lower than known
annular flows in the literature and it is impossible to make mean-
ingful comparisons. However, the wave parameters obtained from
numerical simulation are listed in Table 9, in which V, is the wave
velocity; H,,, wave peak height; L,,, wave length; F,, mean film
thickness; and f,, is the wave frequency. It should be noted, when
F, was calculated, the liquid film containing the deformed waves
was not considered. Because the waves in the simulation are dy-
namic waves, their wave length and wave peak height are chang-
ing during their evolution in the flow. Thus, H,, and L,, as pre-
sented in the table, are wave parameters around a position of x
=290 mm at t=2.163 s for each annular flow.

3.2 Liquid Entrainment Mechanisms. From this study, two
types of liquid entrainment phenomena are identified: one phe-
nomenon (from case I with comparatively higher gas velocity)
shows that an individual wave continues to develop and deforms
until its crest is finally sheared off by the incoming gas phase. The
other phenomenon, as demonstrated from case II with compara-
tively lower gas velocity, shows “wave coalescence” as the source
of the waves’ breaking off into the gas core. The two entrainment
phenomena are presented and discussed below.

3.2.1 Entrainment Mechanism at Higher Gas Velocity. This
mechanism is identified based on the analysis of the simulation
results of case I (the gas velocity is set to 15 m/s). It is found that
individual waves in the simulation are generated and, in the pro-
cess of evolving, part of the liquid in the wave crest gains extra
momentum from the incoming high-speed gas phase. This causes
a protruding part to be formed in the wave front. During this
process, the wave grows in both the radial and axial directions,
absorbing the liquid from the film in front of it and behind it. The
protruding part continues to be stretched forward by the incoming
high-speed gas phase. It draws most of the liquid from the wave
crest to maintain its growth. Finally, it is cut off by the higher-
speed gas phase and is entrained into the gas core. Figures

Table 9 Wave parameters from simulated annular flows, V,
=1m/s

Annular flow H, L, F,
case V,, (m/s) (mm) (mm) (mm) fw
V,=15m/s 1.1 1.1 30 1.01 14.0
V,=6m/s 0.9 1.2 25 1.07 12.5

298 / Vol. 129, MARCH 2007

9(a)-9(j) depict the entire liquid entrainment process and demon-
strate how the evolution of an individual wave eventually leads to
liquid entrainment.

Figure 9(a) shows that an individual wave has already grown to
become a disturbance wave at r=3.00 s. After 0.02 s, it can be
seen in Fig. 9(b) that the wave front becomes shorter and steeper.
This indicates that the liquid in the wave crest moves relatively
fast under the influence of the gas phase and absorbs part of the
wave front. Figure 9(c) further confirms this trend. After another
0.02 s, as shown in Fig. 9(d), the faster liquid in the wave crest
moves ahead of the wave front and protrudes into the gas core.
With time, the protruding part of the wave further develops while
at the same time the liquid film before and after the wave becomes
thinner. The wave crest is stretched in both the axial and radial
directions. This indicates that the wave draws the liquid phase
from the film. In addition, due to the lift of the interfacial shear
stress exerted on the wave by the gas phase, the tip of the pro-
truding part is stretched toward the tube axis (Figs. 9(e)-9(g)).
The protruding part continues to be stretched and becomes longer
and thinner. It eventually loses its connection to the wave crest
and is ultimately broken off and entrained into the gas core. In this
process, because the gas phase cannot provide sufficient lift to the
protruding part, it finally reaches a “balanced” position and its
surface is flattened, as seen in Figs. 9(h)-9(j). Figure 9(i) shows
that the protruding part is barely connected with the wave body.
Figure 9(j) indicates that the protruding part has broken off from
the wave body and is entrained into the gas core.

3.2.2 Entrainment Mechanism at Lower Gas Velocity. The
second entrainment phenomenon is identified based on the analy-
sis of the simulation results of case Il with the gas velocity set to
6 m/s. It was found that during the evolution process, consecutive
waves on the interface first “coalesce” before being entrained into
the gas core. The entire entrainment process in this case is shown
in Figs. 10(a)-10(k).

Figure 10(a) shows two adjacent waves at =2.0709 s. In both
cases, the waves resemble the characteristics of a disturbance
wave. It can be clearly seen that the downstream wave has already
started to protrude into the gas core, whereas the upstream wave’s
short and steep front indicates it is ready to grow a protruding
part. The wave amplitudes in both cases are similar. After 0.01 s,
the two waves move to new positions, each with a slight change in
the appearance of the protruding part at the leading edge, as
shown in Fig. 10(b). With time, the two waves continue to de-
velop. Figures 10(c)-10(4) show that the upstream wave seems to
be “catching up” with and merging into the downstream one. Be-
cause of the higher shear stress and higher pressure exerted on the
surface of the upstream wave, the liquid in the body of the up-
stream wave moves relatively faster and continues to “catch” up
with and merge into the downstream wave. The lower shear stress
and lower pressure exerted on the surface of the downstream wave
also allow it to further develop. Thus, the downstream wave con-
tinues to be strengthened in its amplitude, and its protruding part
continues to grow larger. During this process, the liquid film near
the front region of the downstream wave becomes much thinner.
This suggests that the downstream wave also absorbs liquid from
the film to support its evolution. Figure 10(i) shows that the up-
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stream wave is totally absorbed by the downstream wave and the
protruding part of the downstream wave continues being lifted
towards the tube axis and being stretched in the flow direction.
Such changes are due to the following actions exerted on the
wave. Around the wave peak region of the downstream wave, due
to the contraction of flow passage, the wave peak region in the gas
core is a low-pressure region and tends to draw in the liquid wave.
The wave peak region also has most acute interfacial shear stress
distribution, which indicates a strong shearing force in that region.
The gas flow with the maximum velocity near the wave peak
region also impacts the interfacial waves and presses an effect as
shoveling the wave peak into the gas core. The comprehensive
effects of these factors caused above changes. Figures 10(j) and
10(k) clearly show that the protruding part is finally sheared off
from its wave body and into the gas core.

In summary, Figs. 9(a)-9(j) and 10(a)-10(k) clearly demon-
strate the onset and evolution of the liquid entrainment mecha-
nism in annular flow. The results from both cases show that in
both phenomena, it is the wave crests that are sheared off even-
tually by the gas flow. But there are some subtle differences be-
tween the two phenomena. For the phenomenon from case 1, it is
the individual wave that develops and deforms under the action of
the faster-moving gas phase. In order to provide enough liquid
phase to sustain the wave, the wave draws additional mass from
the liquid film. For the entrainment phenomenon of case I, the
upstream wave is involved in the evolution of the downstream
wave. Because of the higher shear stress and higher pressure on
the surface of the upstream wave, it is gradually absorbed by the
downstream wave and thus provides material for further develop-
ment of the downstream wave. The wave crest of the downstream
wave is eventually sheared off by the gas core. Therefore, al-
though there exist small differences in the process of the wave
evolution, both cases present the same liquid entrainment mecha-
nism.

3.2.3 Comparisons to Other Mechanisms in the Literature.
The entrainment mechanism arising from the present simulations
with those available in the open literature is compared. Earlier,
four types of wave entrainment mechanisms were introduced to
interpret the process of wave crest shearing, namely: (i) wave
undercut, (ii) wave rolling, (iii) ripple wave shearing-off, and (iv)
wave coalescence. It is interesting to note that the entrainment
mechanism arising from the present simulations is closer to the
ripple wave shearing-off mechanism than any other mechanism.
Almost in all previous work, researchers interpret the entrainment
mechanism as the liquid shearing off from the tops of disturbance
waves. However, there are distinct differences between the two
mechanisms. In the ripple wave shear-off mechanism, the Kelvin-
Helmholtz ripples on the surface of the disturbance waves are
removed from the wave crests. In the present simulation, part of
the liquid phase in the wave crests is stretched forward in the flow
direction until it is broken off by the incoming gas phase.

The entrainment phenomenon from case II displays a wave
“coalescence-like” process. But this coalescence process is differ-
ent from other wave coalescence mechanisms found in the litera-
ture in that the wave “coalescence” in this case does not directly
cause the onset of the liquid entrainment process. It provides the
liquid material to trigger the occurrence of the entrainment phe-
nomenon. According to the studies reported in the literature, the
wave coalescence entrainment mechanism claims that the liquid
droplets are generated when two disturbance waves collide and
coalesce. That is, the direct interaction between the two waves
causes the liquid phase to be entrained into the gas core.

4 Conclusions

Disturbance waves play a major role in the entrainment process
in annular, two-phase flow. A numerical study was conducted to
simulate the dynamic wave formation process for a two-
dimensional (2D) wave in a small diameter tube. This type of
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Fig. 10 Details of wave development and liquid entrainment; Case II: V,=6 m/s; V;=1 m/s

wave is very dynamic in that it is continually changing from ini- compared to those from experiments. Comparisons indicate that
tial growth to further development. Eventually, the crest breaks off  the results of the flow pattern simulations are similar to those of
by the incoming gas phase, resulting in entrained liquid into the the experimental work, thus increasing confidence in the simula-
gas core. tion results.
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Stability of Taylor-Couette
Magnetoconvection With Radial
Temperature Gradient and
Constant Heat Flux at the Outer
Cylinder

An analysis is made of the linear stability of wide-gap hydromagnetic (MHD) dissipative
Couette flow of an incompressible electrically conducting fluid between two rotating
concentric circular cylinders in the presence of a uniform axial magnetic field. A constant
heat flux is applied at the outer cylinder and the inner cylinder is kept at a constant
temperature. Both types of boundary conditions viz; perfectly electrically conducting and
electrically nonconducting walls are examined. The three cases of w<0 (counter-
rotating), w>0 (co-rotating), and u=0 (stationary outer cylinder) are considered. As-
suming very small magnetic Prandtl number P,, the wide-gap perturbation equations are
derived and solved by a direct numerical procedure. It is found that for given values of
the radius ratio n and the heat flux parameter N, the critical Taylor number T, at the
onset of instability increases with increase in Hartmann number Q for both conducting
and nonconducting walls thus establishing the stabilizing influence of the magnetic field.
Further it is found that insulating walls are more destabilizing than the conducting walls.
It is observed that for given values of 1 and Q, the critical Taylor number T. decreases
with increase in N. The analysis further reveals that for u=0 and perfectly conducting
walls, the critical wave number a, is not a monotonic function of Q but first increases,
reaches a maximum and then decreases with further increase in Q. It is also observed
that while a.. is a monotonic decreasing function of u for N=0, in the presence of heat
flux (N=1), a, has a maximum at a negative value of u (counter-rotating cylinders).
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much differences in the results concerning stability were found in
the two cases of perfectly conducting and insulating boundaries,
the boundary conditions in the hydromagnetic stability problems
are nevertheless nontrivial. These are described with clarity by
Roberts [5] who extended the theoretical studies of Chandrasekhar
on the hydromagnetic stability of Couette flow in the presence of
a uniform axial magnetic field to include the cases of finite gap
width and finitely conducting cylinders. He also investigated the
nonaxisymmetric modes of instability.

It may be noted that the velocity distribution in the unperturbed
state for circular Couette flow is always the same, regardless of
whether the boundaries are electrically nonconducting or conduct-
ing or whether there is any axial magnetic field imposed at all or
not. However one specific example where the boundary condi-
tions do make a big difference is in the flow of an electrically
conducting fluid confined in a spherical shell with the inner sphere
rotating and the outer sphere at rest. A strong magnetic field is
imposed parallel to the axis of rotation. While studying the flow
and stability of this configuration, Hollerbach and Skinner [6]
showed that the axisymmetric basic state depends strongly on the

1 Introduction

The problem of the stability of an incompressible viscous flow
between two concentric rotating circular cylinders (Couette flow)
was first studied by Taylor [1]. He found experimentally that for
narrow gap between the cylinders, the flow becomes unstable
when the speed of the inner cylinder exceeds some critical value,
the outer cylinder being at rest. The instability produced a steady
secondary motion in the form of cellular toroidal vortices spaced
regularly along the common axis of the cylinders. This problem
was extended by Chandrasekhar [2] to the case when the fluid is
electrically conducting and a uniform magnetic field acts along
the common axis of the cylinders. He took the disturbances to be
axisymmetric and formulated the problem under the assumption
of narrow gap between the cylinders and a conducting fluid of
very small magnetic Prandtl number P,,. It was found that for
perfectly electrically conducting or insulated cylinder walls, the
effect of the magnetic field is to inhibit the onset of instability.
This inhibiting effect becomes more and more pronounced as the
Hartmann number Q:/.L?szza'/ (pv) is increased, where p, ., d,

o, H, and v denote the density of the fluid, magnetic permeability,
gap width, electrical conductivity of the fluid, the magnetic field
strength and the kinematic viscosity of the fluid, respectively. Ex-
perimentally, Donnelly and Ozima [3] and Donnelly and Caldwell
[4] confirmed the results of Chandrasekhar [2] using mercury con-
tained between Perspex and stainless-steel cylinders. Although not
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electromagnetic boundary conditions, with insulating boundaries
yielding a shear layer, but conducting boundaries giving rise to a
counter-rotating jet.

Chen and Chang [7] investigated the hydromagnetic dissipative
Couette flow in the presence of a uniform axial magnetic field.
The small-gap equations with respect to nonaxisymmetric distur-
bances were derived and solved for both stationary and oscillatory
critical mode. Prior to this study, Chang and Sartory [8] investi-
gated this problem with small-gap approximation, perfectly con-
ducting cylinders, and axisymmetric stationary and oscillatory
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modes. It was shown by them that for sufficiently high magnetic
field, axisymmetric oscillatory disturbances might become more
critical than stationary disturbances. Other papers in this field are
by Niblett [9] and Kurzweg [10], who investigated Chan-
drasekhar’s problem [2] by different methods, assuming a narrow-
gap, small magnetic Prandtl number, co-rotating, and counter-
rotating cylinders, and electrically nonconducting or conducting
cylinders. However, a fully numerical solution using the method
of Harris and Reid [11] of the hydromagnetic Couette flow insta-
bility problem was presented by Takhar et al. [12] using narrow-
gap approximation.

The combined effect of a radial temperature gradient and con-
stant heat flux at the outer cylinder on the stability of Couette flow
between two concentric rotating circular cylinders in the hydrody-
namic case was studied by Ali et al. [13]. However their analysis
is confined to narrow gap approximations. On the other hand
Soundalgekar et al. [14] investigated the linear stability of wide-
gap hydromagnetic Couette flow between two concentric circular
cylinders in the presence of an axial magnetic field under isother-
mal condition. Note that the authors in this paper (Ref. [14]) did
not consider magnetorotational instability (MRI) since they as-
sumed that the electrically conducting fluid is of very small mag-
netic Prandtl number P,,. By contrast MRI was discovered by
Velikhov [15] who showed that in the limit of large magnetic
Prandtl number, a magnetic field can destabilize a rotating veloc-
ity field in which the angular momentum increases outwards. This
result is significant to accretion disks in the astrophysical context
[16]. Destabilization at large P,, was also studied by Riidiger and
Zhang [17] and Willis and Barenghi [18].

In this paper we present a linear stability analysis for wide-gap
hydromagnetic dissipative Couette flow of an electrically conduct-
ing fluid (of very small magnetic Prandtl number) between two
rotating concentric circular cylinders in the presence of a uniform
axial magnetic field. The study of the present problem in the con-
text of the papers by Ali et al. [13] and Soundalgekar et al. [14] is
interesting for the following considerations: (i) while the analysis
in Ref. [13] is restricted to hydrodynamic Couette flow with
narrow-gap approximations, the problem studied here deals with
hydromagnetic stability of Taylor—Couette flow with wide-gap ap-
proximations. (ii) In the problem investigated by Soundalgekar
et al. [14], no thermal effects are considered and cylinder walls are
assumed electrically nonconducting. But in our present study,
Taylor—Couette magnetoconvection is investigated with radial
temperature gradient and a constant heat flux at the outer cylinder.
Further both the cases of perfectly electrically conducting and
electrically nonconducting walls are examined. It may be noted
that uniform heat flux condition at the wall may be more realistic
than isothermal condition at the wall in some physical situation.
For example if heat is supplied at the wall in the form of an
electric current through a thin metallic foil (see Sparrow et al.
[19]), uniform heat flux condition will hold at the wall. The study
of the influence of temperature stratification on a Taylor—Couette
flow system is important for different applications (see Mutabazi
et al. [20]). Further a stabilized laminar motion of an electrically
conducting fluid is essential in gaseous core nuclear reactors and
power-generating devices where thermal effects are likely to be
important.

The main motivation for the present study is that the results are
likely to have bearing on the current hydromagnetic dynamo ex-
periments using liquid sodium and gallium (which have very
small magnetic Prandtl number). The dynamo process has recently
been studied in the laboratory experiments by Gailitis et al. [21]
and Steiglitz and Miiller [22]. Due to the fact that dynamo action
is associated with sheared or spiral flow, hydromagnetic Taylor—
Couette flow is a suitable candidate for dynamo simulation. This
explains the importance of our present study where the magnetic
Prandtl number of the fluid is assumed to be very small (e.g.,
mercury or liquid sodium).

The paper is organized as follows. Section 2 presents the for-
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mulation of the linear stability problem, the governing equations,
the boundary conditions, the various dimensionless parameters
and the solution procedure for the eigenvalue problem. Section 3
contains results and discussion. Results for three typical cases are
compared. These pertain to the flow between (i) a rotating inner
wall with a stationary outer wall; (ii) counter-rotating walls; and
(iii) co-rotating walls. In Sec. 4 conclusions are presented.

2 Linear Stability Analysis

Let r, 6, and z denote the cylindrical coordinates with the z axis
coinciding with the common axis of two long concentric circular
cylinders. The radii and the angular velocities of the inner and
outer cylinder are R, R, and (), (),, respectively.

2.1 Governing Hydromagnetic Equations. The momentum
equation for an incompressible viscous and electrically conduct-
ing fluid is (Chandrasekhar [2])

[H[?
8mp

) +oV2q + &(Ijl .V)H
4mp

(1)

q P
—+(q-V)q=—V<-+ue
ot p

The equation of continuity is
V.q=0 (2)

With the displacement currents neglected, Maxwell’s equations
are

V.H=0 3)
V X H=4m) 4)
and
VXE= M (5)
= ke

In the above equations, ¢, p, p, and v denote the fluid velocity,
pressure, density, and the kinematic viscosity, respectively. In

electromagnetic units, E and H are the intensities of the electric

and magnetic fields; J is the current density; and w, is the mag-
netic permeability. The fluid is assumed to be nonmagnetic so that
M, 1s taken as unity in all applications; it is retained only to iden-
tify units. Further we have Ohm’s law relating the current density
to the electric field, which is expressed as

J=o(E + 4 X H) (6)
where o is the electrical conductivity of the fluid.
Elimination of J and E from Egs. (4)—(6) gives on using Eq.

(3), the following magnetic induction equation

H . -
E:VX(qXH)+eV2H (7)
where o is assumed to be uniform and the magnetic diffusivity e
is given by

1

e =
4,0

(8)

Notice that the magnetic diffusivity differs from the usual defini-

tion by a factor (1/44). This is due to the fact that the electro-

magnetic variables are all measured in electromagnetic units.
The energy equation is

pcp[% +(q. V)T] =kV’T 9)

where T, Cp and k denote the temperature, specific heat at con-
stant pressure, and the thermal conductivity of the fluid, respec-
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tively. Further the variation of density with temperature is given
by the equation of state

p=poll — aT-Ty)] (10)

where « is the coefficient of thermal expansion and pg is the
density at the reference temperature T,

2.2 Unperturbed Solution. For an electrically conducting
fluid between two rotating co-axial circular cylinders with a con-
stant magnetic field H applied in the axial (i.e., z direction) direc-
tion, the hydromagnetic Egs. (1)—(3), (7), and (9) give the follow-

ing stationary solution for velocity, magnetic field and
temperature as
u=w=0, v=V(r), f=g=0, h=H=constant, T=T7(r)
(11)

Here (u,v,w) are the r, 6, and z components of velocity q and
(f,g,h) are the corresponding components of the magnetic field

H. The solution Eq. (11) holds provided that

lds V?

-——=— (12q)

pdr r
1%

ViV-==0 (12b)
r

&*T 14T

rarT (12)

where s(r) is the sum of the fluid pressure p and the magnetic

pressure Me|ﬁ|2/877 given by

weH?
i
8

s=p (13)
in the unperturbed state. The solution of Eq. (12b) is consistent
with the boundary conditions

VZQIRI atrle; V=92R2 atrsz (14)

is

B
V=Ar+— (15)
r
where, as pointed out at the beginning of Sec. 2, {}; and (), are
the constant angular velocities of the inner and outer cylinder,
respectively. The constants A and B are given by

w=1 CRi(1-p)

St BRIy

R O,

A

=R FTa,
(16)

O,

The steady temperature distribution 7(r) given by Eq. (12¢) satis-
fies the following boundary conditions

T=T) atr=R, (17)
and

dT ¢

;=z atr=R, (18)

where 77 is constant and ¢ (>0) is the constant heat flux at the
outer cylinder. The solution of Eq. (12¢) obeying Egs. (17) and
(18) is

_ R
T=10+ 121, = (19)
kK "R

1
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2.3 Perturbation Equations. Denoting the disturbances in
the velocity field by (u',v’,w’), that in magnetic field by
(f",g',h') and those in temperature, density, and pressure by
T',p',s’, respectively, the perturbed state of the fluid is described
by

u' ,\V+o'w' . fl.g' \H+h' . T+T p+p',s+s’ (20)
The disturbances are assumed to be axisymmetric about the z axis,
and so they are independent of 6 but dependent on r, z, and ¢ only.
Substituting these quantities Eq. (20) into the MHD Egs. (1)—(10),
and neglecting all terms that involve products and powers greater
than one of the disturbance quantities, we obtain the following
linearized equations

ou’ % V2oou, df ds’ ( u'
— -2p—v' —-p'—=-"FH—=-—+ V' - —
P ot prv P r 4w 9z ar pv r
21
' v v w, 0’ ( v’)
—+p| —+— Ju - EH=py| VR - 22
P ot p( or ) 47 Iz P r @2

ow'  w, ' s’

— e — = — VW 23
po”t 47 Iz 174 pEN W (23)
(9f’ ou' ( f,)
“—-H—=¢| V' -5 24
o PR ! r @4
g’ (av V) ' (2 g’)
2 | ———=|f —H—=¢| V%' - 25
ot ar rf Jz ¢ r 2)
oh' ow'
2 _H vy (26)
ot a
ou' u' ow'
—+—+—=0 (27)
ar r a7
(?/ ! ah/
i+Ji+—=0 (28)
ar r dz
o dT k
—+—u' =—V°T (29)
ot dr pC,
p+p =pll - adT+T - Tp)] (30)

Owing to the smallness of the thermal expansion coefficient «,
a small temperature variation will lead to a small variation in the
density. We shall assume that the density p is a constant except
when multiplied by the centrifugal acceleration term V?/r. This is
the usual Boussinesq approximation. In view of Eq. (30), the term
p'V2/r in Eq. (21) can be replaced by —paT’ V?/r.

By analyzing the disturbances into normal modes, we seek so-
lutions of Egs. (21)—(29) in the form

ot ot ot

u' =u(r)e” cos\z v’ =v(r)e” cos Az w' =w(r)e” sin \z

f =f(r)e” sin\z g’ = g(r)e” sin \z h' = h(r)e” cos \z

s =s(r)e” cos Az T' = T(r)e” cos \z

(31

where the disturbances are assumed to be axisymmetric and the
axial wavelength A is real. In view of the physical similarity of
this problem with the stability of Taylor—Couette flow, it is likely
that in the present problem the onset of instability will also be a
steady secondary flow. Thus when the marginal state is stationary,
we may put =0 in Eq. (31).

Substituting Eq. (31) with =0 in Egs. (21)-(29) and replacing
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(dVIdr+VIr) by 2A, (dVIdr-VIr) by —2B/r2, and dT/dr by
its value from Eq. (19), we obtain the following perturbation

equations
R | lds V. VP,
W—s+-——-N-5|u=——-2—v+a—T-—Hf
dr-  rdr ” pdr r r 4arp
(32)
2
(d Ld l) 2Au-—2H (33)
“ -4 C—p=oay— e
dr2 rdr }’2 v mp §
& 1d NOA
( S+ — 2)w———s+ﬂHh (34)
dr”  rdr 41rp
<d2 Ld A2 1) \H (35)
—4+-——=-\N=-=|f=
¢ dr’  rdr rzf "
2
(d—+li \? l) 2v+ 22 (36)
Nar ™ rar 2JETIvT e
& 1d
(—2 - —)\2>h=—)\Hw (37)
dr®  rdr
d 1
<—+—)u=—)\w (38)
dr r
d 1
_+—f=)\h (39)
dr r

k(& 1d R
—(—+———)\2>T= =2, (40)
pC, dr* " rdr rk

Eliminating s from Egs. (32) and (34), we can rewrite the above
equations as

. o1 2V aV* .\, 1
(DD -\)| =Dw+u|=-=~v+-—T-—"“H|f- —Dh
N vr vr 4mvp A
(41)
N 2A Nk,
(DD* ~ N = —u——~Fe g (42)
v 4mvp
* 2 )\
(DD =\>)f=~Hu (43)
e
« A B
(DD"-N\*)g=—Hv+2—; (44)
e er
R A
(D'D-\)h=-—Hw (45)
e
D'u=—-\w (46)
D'f=\h (47)
* N qRZ
(D'D-\)T= PCyat (48)
where
d . d 1 L4 1d 1
D=—, D=—+—-, DD =—F5+-——-—
dr dr r dr- rdr r
D'D @ 1d (49)
= = + e
dr*  rdr
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Using Egs. (43), (46), and (47) and eliminating w, f, and h, we
obtain from Eq. (41)

N H? 2)3 14

mepv vr

[(DD* -\ + (50)
It was shown by Chandrasekhar (Ref. [2], p. 403) that for flow
of liquid metals like mercury for which the magnetic Prandtl num-
ber P,,(=v/e) is very small, the second term on the right-hand side
of Eq. (44) in comparison with the first term can be neglected. An
alternative explanation for this result can be given as follows.
Since the flow takes place under laminar conditions in the pres-
ence of a magnetic field (which has a tendency to stabilize the
flow), a typical Reynolds number Re for the flow can be taken as
(QR})d/v) which is of order one. Hence the magnetic Reynolds
number Re,,=(P,,.Re) is very small since P,,<1. Thus the sec-
ond term on the right hand side of Eq. (44) which is a measure of
the induced magnetic field can be neglected in comparison with
the first term (involving H), which is a measure of the imposed
field.
Thus we get
* 2 )\‘
(DD =\ )gzsz (51)
Operating by (DD"—\?) on Eq. (51) and eliminating v by using
Eq. (42), we obtain

. N H? NAH
[(DD'-AZ)%L]g:z " (52)
4mepy ev
Further elimination of v from Egs. (50) and (51) gives
. N H? Ven, NVAT
{(DD‘-V)% L]in(DD )2
4mepy vHr
(53)
We now introduce the dimensionless quantities
-R d Hd*
x=""2 a=Nd, E=—, @=—, g=i, o=t
d R, v H 4mepv
1% B,
Gx)=—=A,+—,
(%) Q, 1 §2
k - 1-
PRI . 772’ B]=772( ) (54)
qd 1-7 1-7

Here Q is the Hartmann number representing the strength of the
imposed magnetic field and d is the gap width R,—R;.

Further the dimensionless operators D and D* are defined by

1 - P
D=-D, D =-D (55)
d d
Then using Eq. (54), the governing equations for the perturbations
u, g, and 0 given by Egs. (48), (52), and (53) can be written in
dimensionless form after dropping the bars over the operators as

(D'D-a% 6= %rﬁ (56)
[(DD" - a®)?+Qa’lg = DAL, (57)

[(DD" - a*)?*+ Qa*Jii = LSlGe(DD* -a’g
~ a2d4a91§]§}2§R2q ) (8)

Now with the transformations
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2NAL —
-81»

g= 0=Pr. 6, (59)
e

Eq. (57) becomes
[(DD" - a*?+ Qa’lg = it
while Eq. (58) reduces to
[(DD" - a»?* + Qatii = - *T,G(x)[(DD" - a®)g, + N(G(x) 6]

(60)

(61)
Here T is Taylor number given by
4AQ,d*
1= Tl (62)
and N stands for
) R,qPr
N=— Rkl L (63)
4kA

Note that A as defined by Eq. (16) is negative because u< 77 in
view of the instability of flow and 7”<<1. Thus T} >0 and N is the
ratio of Rayleigh number Ra and Taylor number 7', where

_ aQ3R,qd* Pr
v’k

Notice that Rayleigh number defined above does not contain the
factor g (the acceleration due to gravity). In fact g is replaced by
outward directed centrifugal force generated by the rotation of the
cylinders. This also means that the effective gravity which is re-
lated to G(x) varies with r. It may further be observed that the
parameter N may be regarded as the ratio of thermal to rotational
driving.
Equation (56) for # now becomes

a (64)

(D'D - a0, = g (65)
Thus Egs. (60), (61), and (65) are the perturbation equations for i,
g1, and 6;. These equations are to be solved with requisite bound-

ary conditions for i, ;, and 6,.

2.4 Boundary Conditions. First, the boundary conditions on
the velocity components require that they vanish on the walls
(no-slip conditions). According to Eq. (46), the condition w=0 at
the walls can be replaced by D*u=0 at x=0 and x=1. Further
since u=0 at the walls, we must have Du=0 at x=0 and x=1. This
in turn implies from Eq. (54) that D=0 at x=0 and x=1. From
Egs. (51), (54), and (59), the condition v=0 at the walls implies
(DD"-a*)g,=0 at x=0 and x=1.

Secondly, the boundary conditions on the magnetic field depend
on the electrical properties of the cylinders confining the fluid. We
shall consider two cases:

1. Electrically nonconducting cylinders; and
2. Perfectly conducting cylinders.

In case (1), no currents in the fluid can cross the cylinders so
that J,=0 at the cylinders, where J, is the radial component of the
current density J. Using this, Maxwell’s equation VX H=4mx]
and the normal mode resolution Eq. (31), we get g=0 at x=0 and
x=1. This in turn implies from Egs. (53) and (59) that g,=0 at
x=0 and x=1.

For perfectly conducting cylinders, no magnetic field can cross
the boundary and we must have f=0 and J,=0 on the cylinders.
The second condition implies (VX H),=0 which for the form of
the solutions assumed requires D"g=0 at the cylinder walls. It
then follows from Egs. (54) and (59) that D"g;=0 at x=0 and x
=1.

Finally, we consider the boundary conditions on the tempera-
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ture. Since temperature is fixed on the inner cylinder and the heat
flux is prescribed on the outer cylinder, we must have 6=0 at x
=0 and DA=0 at x=1. Using Eqgs. (54) and (59), this implies 6,
=0 atx=0 and D#;=0 at x=1. It may be noted that uniform heat
flux condition at the walls may be more realistic than isothermal
conditions at the walls in some physical situations as pointed out
earlier by Sparrow et al. [19].

Thus the boundary conditions on the cylinder walls are

1. For perfectly conducting cylinders

i#=Dii=D'g,=(DD" -a¥g,=0,=0 atx=0  (66)
i=Dii=D"g,=(DD" -a¥g,=D6,=0 atx=1 (67)

2. For electrically nonconducting cylinders
ii=Dii=g,=(DD" —a®g,=60,=0 atx=0 (68)
ii=Dii=g,=(DD" —a¥g,=D6,=0 atx=1  (69)

Note that the boundary condition f=0 at x=0 and x=1 on per-
fectly conducting cylinders is not needed for the solution of the
eigenvalue problem although this condition will be required for
determining the radial component of the magnetic field.

2.5 Numerical Solution of the Eigenvalue Problem. The
homogenous system of Egs. (60), (61), and (65) with the bound-
ary conditions Egs. (66) and (67) for perfectly conducting cylin-
ders and Egs. (68) and (69) for electrically nonconducting cylin-
ders determine an eigenvalue problem of the form

F(/'L’Q’ nvaa’Tl) =0 (70)

For given values of u, Q, N, and 7 we seek the minimum real
positive values of the Taylor number 7 for which there is a non-
trivial solution of Eq. (70). This gives the critical Taylor number
T. for assigned values of u, Q, N, and #. The wave number a,
corresponding to 7, determines the critical wave number at the
onset of instability. We solve the aforementioned eigenvalue prob-
lem by a shooting technique together with a unit disturbance
method. The method used in the present study has been widely
used by several workers for similar hydrodynamic stability prob-
lems, for example, Chen and Chang [7]. For details, the reader is
referred to Harris and Reid [11]. In order to obtain a faster con-
vergence of the iteration, we use a modified algorithm developed
by Chen and Chang [7] for this eigenvalue problem.

3 Numerical Results and Discussion

In the numerical study, the Hartmann number Q is varied from
10 to 650 for a range of values of # from 0.95 to 0.1 and for a
range of values of u< 77. For u> 17, the flow is known to be
stable to axisymmetric disturbances of the form Eq. (31). For 7
=0.4 (wide-gap) values of u are considered in the range —0.4
=u<04.

3.1 Verification of Computer Code. To verify our computer
code, we check the results in terms of a. and 7, and compare
these values with the corresponding values derived by Takhar
et al. [23] who studied the stability of hydrodynamic Couette flow
(Q=0) between concentric rotating cylinders under wide gap ap-
proximations in the absence of constant heat flux at the wall (N
=0) (see Table 1). There is an excellent agreement between the
two results. This shows that our computer code can be used with
great confidence.

3.2 Effect of Constant Heat Flux at the Outer Cylinder. To
study the effect of the supply of constant heat flux at the outer
cylinder, small as well as large values of N are considered. It
follows from the definition of A in Eq. (16) that for u very near
77, it is possible to have large values of N. Numerical results are
given in Table 2 for #=0.95, 0.8, 0.6, 0.4, 0.2, 0.1, u=0, 0=0,
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Table 1 Comparison of the values of a, and T, calculated in 50, 100, and N=0, 5, and 10 for both perfectly conducting and
the present study (A) with those of Takhar et al.” (B) when N ¢jectrically nonconducting walls and further illustrated in Figs.

=0, Q=0 for various values of x and » 1-6.
A B A B 3.3 Inhibiting Influence of Magnetic Field on Stability.
” “ a. T. Table 2 shows that for a given value of heat flux parameter N, an
increase in Hartmann number Q results in increase in 7. Thus the
0.9 -1.5 5.579 5.58 69,641.69 69.640.82  magnetic field has an inhibiting effect on the onset of instability.
0.9 -1.0 4.407 4.41 27,142.11 27,135.50 The physical reason for this is that in addition to dissipation of
075  —075 4316 4312 27,981.06  27.973.68

mechanical energy due to viscosity arising out of shearing of fluid

0.5 =0.50 4.798 4.8 32,235.44 32,217.36 between the rotating cylinders, there will be dissipation of mag-
0.4 -0.25 3.810 3.811 30,115.48 30,110.89 . . . .

03 o1 3364 3361 22.120.76 22117.03 netic energy due to Joule heating. In a conducting fluid where the

02 o1 4048 4250 32 111.54 82.090.37 effect of electrical resistance is important (fluid of small magnetic

0.1 _0:01 3.424 3.424 87,867.43 87,873.32 Prandtl number P,, as in our present problem), the effect of the

magnetic force can be regarded as giving rise to a strong magnetic

“See Ref. [23]. viscosity in the presence of a magnetic field. This tends to destroy

motion across the magnetic lines of force. This in turn prevents an
easy closing of the streamlines required for the onset of instability.
Thus a magnetic field exerts a stabilizing influence on the flow. An

Table 2 The values of T, and a, for assigned values of N, Q, », u=0 for both conducting and
nonconducting walls. The values within brackets are for nonconducting walls

n 9] N a, T,
0.95 0 0 3.127 3509.65
5 2.819 843.09
10 2.771 478.01
50 0 3.492(2.367) 16,090.92 (11,788.95)
5 2.256 (2.191) 1460.78 (1392.83)
10 2.216 (2.183) 759.19 (740.22)
100 0 3.414 (1.728) 34,880.34 (22,037.59)
5 1.951 (1.903) 1890.83 (1813.67)
10 1.932 (1.907) 966.55 (945.88)
0.8 0 0 3.132 3988.59
5 2.837 1041.83
10 2.785 597.78
50 0 3.477 (2.379) 18,090.67 (13,345.04)
5 2.262 (2.193) 1832.34 (1741.33)
10 2.218 (2.185) 957.27 (931.50)
100 0 3.399 (1.739) 39,089.66 (24,926.25)
5 1.949 (1.897) 2377.56 (2272.81)
10 1.927 (1.900) 1219.17 (1190.88)
0.6 0 0 3.148 5143.08
5 2.879 1557.65
10 2.821 915.40
50 0 3.436 (2.406) 22,650.64(16,975.77)
5 2.285 (2.208) 2816.84 (2661.78)
10 2.234 (2.192) 1489.18 (1444.04)
100 0 3.350 (1.769) 48,506.64 (31,600.28)
5 1.952 (1.892) 3676.45 (3492.21)
10 1.926 (1.896) 1899.43 (1848.77)
0.4 0 0 3.183 7996.05
5 2.957 3011.82
10 2.897 1849.87
50 0 3.345 (2.462) 32,997.60 (25,562.51)
5 2.347 (2.247) 56,99.07 (5347.31)
10 2.277 (2.228) 3093.30 (2984.72)
100 0 3.205 (1.834) 69,143.20 (47,178.45)
5 1.976 (1.904) 7540.40 (7096.92)
10 1.944 (1.908) 3965.95 (3838.98)
0.2 0 0 3.263 20,715.32
5 3.128 11,208.48
10 3.060 7649.97
50 0 3.148 (2.589) 73,212.88 (61,485.44)
5 2.546 (2.405) 23,172.90 (21,665.43)
10 2.448 (2.372) 13,680.76 (13,130.19)
100 0 2.806 (1.988) 14,3770.00 (110,970.7)
5 2.104 (1.987) 32,014.22 (29,835.64)
10 2.043 (1.983) 17,957.25 (17,243.80)
0.1 0 0 3.345 64,602.20
5 3.268 46,706.11
10 3.229 36,411.24
50 0 3.076 (2.725) 197,020.30 (178,029.1)
5 2.809 (2.641) 105,268.91 (99,345.38)
10 2.722 (2.584) 71,522.31 (68,700.57)
100 0 2.695 (2.177) 36,0115.60 (313,202.1)
5 2.385 (2.152) 154,925.40 (145,212.5)
10 2.281 (2.152) 98,545.90 (94471.9)
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Fig. 1 The variation of T, with Q for »=0.4, ©=0, and N (con-
ducting walls)

interesting result which is observed from Table 2 is that for given
values of 7, Q, and N, the critical values of Taylor number 7. for
conducting walls is greater than the corresponding value for elec-
trically nonconducting walls. Thus we see that the insulating walls
are more destabilizing than the conducting walls. It may be further
noticed from Table 2 that as the gap width between the cylinders
increases (i.e.,  decreases), the critical Taylor number T, progres-
sively increases for given values of Q and N. For example, with
Q=100 and N=5, we find that 7.=1890.83 for 7=0.95 (narrow
gap) but 7.=32,014.22 when 7=0.2 (wide gap). Hence we find

Fig. 2 The variation of T, with N for »=0.4, @Q=50, and u (con-
ducting walls)

is

2

Fig. 3 The variation of a, with Q for »=0.4, u=0, and N (con-
ducting walls)
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Fig. 4 The variation of T, with » for N=1.0, Q=50, and u. The
solid curves are drawn for conducting walls, while the dashed
ones are for nonconducting walls.

that the wider the gap, the more stable is the flow. A novel result
emerging from the analysis (see Table 2) is that for given values
of nand Q, T, gradually decreases with increase in N.

Figure 1 shows the variation of 7. with the magnetic parameter
Q for several values of N when u=0 and 7=0.4 in the case of
perfectly conducting walls. It is observed that for given values of
nand N, T, increases with the increase in Q, which shows that the
magnetic field is stabilizing. Figure 2 displays the variation of 7,
with N for a given value of Q (=50) and several values of u (both
positive and negative) when 7=0.4 and the walls are perfectly
conducting. The progressive decrease in 7, with increase in N
shows that increase in heat flux at the outer cylinder has a desta-
bilizing influence on the flow. This result may be physically ex-
plained as follows. As defined in Eq. (63) and (64), the parameter
N can be regarded as the ratio of thermal to rotational driving.
Hence for a given Taylor number, N is a measure of thermal force,
which in turn depends on the heat flux at the outer cylinder. Now
when the heat flux ¢ (>0) is increased, a stage will be reached
when the radial temperature gradient across the cylinders becomes
positive since the temperature of the inner cylinder is held fixed.
The stability of this flow system with respect to axisymmetric
disturbances has an analogy with the stability of a horizontal layer
of quiescent fluid heated from below in a field of gravity as in
Rayleigh-Benard flow. So long as only axisymmetric perturba-
tions are considered, one may ignore the flow and think of the
fluid as being subject to a radially outward gravitational field
which in the analogy is towards the heated wall. This is what leads

1.6 10°

T
-]
S

1

=)

—

N
1

N

—

S
1

Fig. 5 The variation of T, with u for »=0.4 and Q (conducting
walls). The solid curves are drawn for N=0, while the dashed
ones are for N=1.
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Fig. 6 (a) The variation of a, with u for #=0.4 and Q (conduct-
ing walls). The solid curves are drawn for N=0, while the
dashed ones are for N=1. (b) The variation of a, with u for »
=0.4 and Q (nonconducting walls). The solid curves are drawn
for N=0, while the dashed ones are for N=1.

to the positive radial temperature gradient to be stabilizing.

Figure 3 shows the variation of the critical wave number a.
with Q in the case of perfectly conducting walls for several values
of N when 7=0.4 (wide-gap case) and u=0. Note that the value
of T, in this figure is in fact the critical Taylor number T, at the
onset of instability. Since in Fig. 3, u=0, 7=0.4, and the walls are
conducting, it follows from the eigenvalue problem Eq. (70) that
for given values of Q and N, Taylor number 7 is a function of the
wave number a only. The minimum positive value 7. is found for
a=a,. Thus for every pair of values of Q and N in Fig. 3, we can
find a, which corresponds to a particular 7. It is observed that for
N=0, there is an initial increase in a,. with an increase in Q but for
Q greater than about 50, a, starts decreasing with further increase
in Q. A plausible physical explanation for this is as follows. With
the increase in Q (with N=0) Taylor cells become narrower (see
Chandrasekhar [2]) resulting in an increase in a,. (disturbances
being assumed axisymmetric). But when Q becomes fairly large,
nonaxisymmetric instability modes prevail and this explains the
anomalous behavior of a, with change in Q for N=0. Chen and
Chang [7] also obtained similar results in their study of dissipative
Couette flow with nonaxisymmetric disturbances. The variation of
a. with Q for higher values of N is also shown in Fig. 3.

Figure 4 displays the variation of 7T,.7” with % for N=1.0, Q
=50, and for several positive and negative values of u. It is ob-
served that for given values of 7, N, and Q, the critical Taylor
number T, decreases with increase in u (>0). The solid curves

Journal of Fluids Engineering

shown in this figure correspond to conducting walls, while the
dashed curves correspond to electrically insulating walls. It is in-
teresting to observe that the behavior of 7,77 can be predicted
linearly with respect to 7 from 7 close to 1, with deviation from
linearity occurring for 7<<0.5. Thus the wide gap effects are sen-
sible for 7<<0.5 and negative values of u. Finally using similar
arguments as in the case of Fig. 3, we may say that the values of
a in Figs. 1, 2, and 4 correspond to critical wave number a, at the
onset of instability, which corresponds to the values of T in these
figures.

Variation of 7, with u for 7=0.4 and perfectly conducting
walls and for assigned values of Q (=0 and 50) is shown in Fig. 5
in two cases: N=0 and N=1. It is interesting to note that in the
presence of magnetic field (Q=50) and constant heat flux (N=1)
at the outer cylinder, the variation of 7, with u is not a monotonic
decreasing function of w. Instead 7. has a maximum at a negative
value of u (counter-rotating cylinders) such that |u|~0.3. In the
absence of heat flux (N=0), however, T. is a monotonic decreas-
ing function of u. On the other hand the variation of a, with u for
7=0.4 and for Q=0 and 50 is depicted in Fig. 6(a) for perfectly
conducting walls and in Fig. 6(b) for nonconducting walls. It is
observed that for no heat flux at the outer cylinder (N=0), a. is a
monotonic decreasing function of w for any value of Q. But in the
presence of a magnetic field (Q=50) and heat flux (N=1), a, is
not a monotonic function of u. In this case a,. has a maximum at
a negative value of w (counter-rotating cylinders). The physical
reason for both 7. and a, to behave in this anomalous way for
nonzero heat flux perhaps lies in the circumstance that when w is
sufficiently large and negative (counter-rotating cylinders), the
disturbances which manifest themselves at the onset of instability
in the hydromagnetic case and for nonzero heat flux are nonaxi-
symmetric. In this connection mention may be made of the analy-
sis of Chen and Chang [7] who found that for MHD dissipative
Couette flow between two concentric cylinders whose walls are
nonconducting, the critical disturbance at the onset of instability is
a nonaxisymmetric mode as the value of w is sufficiently negative
and the domain of Q for which axisymmetric modes prevail is
rather limited. They also obtained similar results for perfectly con-
ducting walls at a low Hartmann number.

4 Conclusions

A linear stability analysis is presented for wide-gap hydromag-
netic (MHD) dissipative Couette flow of an incompressible elec-
trically conducting fluid between two concentric circular cylinders
in the presence of a uniform axial magnetic field and with a con-
stant heat flux at the outer cylinder. It is shown that for given
values of the radius ratio # and the heat flux parameter N, the
critical Taylor number 7 at the onset of instability increases with
increase in Hartmann number Q for both electrically conducting
and electrically insulating walls. It is also found that insulating
walls are more destabilizing than the conducting walls. The analy-
sis reveals that the wider the gap, the more stable the flow. It is
observed that for given values of 7 and Q, increase in N results in
a decrease in 7. It is found that for a stationary outer cylinder and
perfectly conducting walls, the critical wave number a,. first in-
creases, reaches a maximum, and then decreases with further in-
crease in Q. The analysis further reveals that although a, is a
monotonic decreasing function of u (=Q,/Q,, where Q, Q, are
the angular velocities of the inner and outer cylinder) for N=0, in
the presence of heat flux (N=1), a. has a maximum at a negative
value of w (counter-rotating cylinders).
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Small Scale Modeling of Vertical
Surface Jets in Cross-Flow:
Reynolds Number and Downwash
Effects

Jet-crossflow experiments were performed in a water channel to determine the Reynolds
number effects on the plume trajectory and entrainment coefficient. The purpose was to
establish a lower limit down to which small scale laboratory experiments are accurate
models of large scale atmospheric scenarios. Two models of a turbulent vertical surface
Jjet (diameters 3.175 mm and 12.7 mm) were designed and tested over a range of jet exit
Reynolds numbers up to 10*. The results show that from Reynolds number 2004000
there is about a 40% increase in the entrainment coefficient, whereas from Reynolds
number 4000-10,000, the increase in entrainment coefficient is only 2%. The conclusion
is that Reynolds numbers significantly affect plume trajectories when the model Reynolds
numbers are below 4000. Changing the initial turbulence in the exit flow from 12% to 2%
without changing its mean velocity profile caused a less than one source diameter in-
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crease in the final plume rise. [DOI: 10.1115/1.2427084]
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1 Introduction

There are three distinctly different factors that influence jet
plume trajectories. The first, and most obvious, is the vertical
momentum flux of the exit jet from the hole. The second is the
pressure and entrainment induced downwash of the plume back
toward the surface. Finally, the third effect is the influence of
Reynolds number on the jet exit flow, and the subsequent turbu-
lent jet on the rate of entrainment of cross-stream fluid into the jet.

These effects all act at the same time, and all vary together as
the velocity of the plume of cross-flow is changed. The goal of our
study was to separate the influence of each of these parameters,
attributable to momentum, surface pressure, and viscosity.

A typical and generally accepted method for modeling large
scale atmospheric plumes is through small scale modeling in wind
tunnels or water channels. The question arises as to the lower size
limitations for such models, if one wishes to maintain similitude.
The initial hypothesis of this work was that a certain lower Rey-
nolds number threshold could be found above which experiments
must be maintained when accurate modeling is intended. In this
study, density weighted velocity ratio and jet exit Reynolds num-
ber effects on the plume trajectory were investigated.

In a similar vein, it was also postulated that since small scale
model tests are often done using laminar sources, it would be
interesting to see if jet exit turbulence affects results. A jet source
was created that could generate nozzle jets of varying turbulence
intensity while maintaining a relatively flat inlet mean profile.
Because the bulk of the inlet vorticity would always emanate from
the inlet shear layer, it is hoped that the effect of the additional
turbulence in the core would have only a small effect on the jet
trajectory and entrainment, allowing the common practice of us-
ing low exit turbulence model to simulate high exit turbulence
prototypes.

The trajectories of a turbulent jet in a cross-flow have been
studied by numerous investigators [1-7]. They have shown that
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the main parameter influencing the trajectory is the density
weighted velocity ratio between the jet and the cross-flow.

The centerline trajectory of a plume seeded with fluorescing
dye was determined from the average light intensity of 1800 im-
ages of the jet illuminated with a laser sheet. These images were
recorded with a digital video camera at the rate of 6 images/s for
300 s. The plume trajectory was found using the loci of light
intensity (concentration) maxima in the bent over plume as was
done previously [5,8].

2 Plume Rise Model

The plume rise model for a momentum jet used here was de-
veloped by Briggs [9]. This approach to derive the plume rise
equation has continued to be used [10-12,5]; the well known as-
sumptions for this model are

1. The plume is “fully bent over” with its axis parallel to wind
direction for its entire rise; and has a circular cross section in
the plane perpendicular to its axis;

2. The density difference between the plume fluid and the am-
bient fluid is small enough to have a negligible effect on the
jet trajectory through either buoyancy forces or turbulent
entrainment coefficients;

3. The free stream (cross-flow) velocity is constant, and the
bent-over plume is carried downstream at the ambient fluid
speed, U,;

4. Plume trajectory is not affected by the ambient turbulence;
and

5. Entrainment coefficient, 3, is constant for all plume cross-
section locations. This is therefore a trajectory averaged
value between a value of 0.1 at the jet exit to 1.0 very far
downstream. The emphasis in this study was to determine
laboratory simulation limits for modeling of ground level
toxic or flammable releases into the atmosphere. In environ-
mental modeling of plume trajectories, a single constant in
the closed form solution is usually used to characterize the
“entrainment.” This simplification is desirable in the formu-
lation of dispersion models for hazardous releases that must
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Fig. 1 Continuous downwash velocity distribution along the
plume. Downwash velocity W, decreasing with x as rising
plume increases space for entrainment into bottom of bent-
over plume.

be able to handle a great many atmospheric conditions in
searching for a worst case.

This set of assumptions leads to an equation for the final rise £,
known as the 1/3 law [9,13]
113
) (1

3 F,
h,,= (Evrgx
where F,, is the inlet momentum flux; x is the downstream coor-
dinate; and B is defined as the trajectory averaged entrainment
coefficient, which is the ratio of the entrainment velocity to the
vertical momentum rise velocity.
Using a density weighted velocity ratio M, defined according to

M= a"2(&) ", 2)
Pa)  Us

where « is the momentum correction factor used for nontophat jet

inlet profiles. In this work the density ratio was one and a was

found by integrating the momentum of the LDV measured source

jet exit momentum profiles and comparing them to the top-hat

case with equal mass flow. A modified version of Eq. (1) can be

derived

h 3 173

M _ (_2 Mzi) 3)
d, \4B" 4,

where S, the trajectory averaged entrainment coefficient, is ob-

tained from a best fit 1/3 power law of Eq. (3) to the data.

2.1 Downwash Velocity Correction. A model was used in
the present study to account for the influence of the low pressure
zone on the wall downstream of the plume when the source flow
issues from a hole in a flat plate parallel to the crossflow (see
schematic in Fig. 1). A physically realistic spatially varying down-
wash velocity model is introduced in the plume rise equation. The
explanation for downwash is that the low-pressure area behind the
plume affects the plume’s ability to rise. The emerging vertical jet
produces a low-pressure wake which acts like an obstacle in the
path of the ambient fluid. Figure 1 illustrates this downwash con-
cept and other basic quantities. As the figure shows, the plume is
induced into the low-pressure zone by an effective downwash
velocity W,. This downwash velocity decreases with x as the low
pressure decreases downstream. However, it must be noted that
the low-pressure zone due to the plume—wall interaction appears
to exist further downstream than typical wakes due to the bending
over of the plume that extends the zone of the plume-wall
proximity.

In Fig. 2 a schematic shows how when the plume is near the

312 / Vol. 129, MARCH 2007

Bent-over Jet near wall
Most entrainment enters

from bottom of plume

/////‘(// AN

Solid wall

Low pressure zone induced
by entrainment

Fig.2 Low pressure on the wall is induced as free stream fluid
accelerates toward the jet centerline before it is entrained

wall, the entrainment into the plume causes the low pressure zone
to form behind the jet exit hole. This distributed pressure down-
wash model for the surface jet was inspired by the work of Ref.
[5] in wakes behind circular stack jets. The plume downwash
velocity can be written in terms of pressure differences, consistent
with Fearn and Weston [14] who observed lower pressure on the
wall downstream of a jet exit

ﬁ oc|:2(Pa_Pwa1]):|1/2
dt downwash P

where P, is the wake pressure behind the jet at downstream
distance x and P, is the pressure in undisturbed flow. The pressure
loss can be related to the source radius and downstream distance
as a dynamic pressure coefficient that is assumed to decay as

-l ()
(Pa_ Pwall) = CP( 2 2% (5)

where Cp is a dynamic pressure coefficient and n is the downwash
velocity exponent (which appears in the next equation, the factor
2 is intentionally added for simplicity). Substituting Eq. (5) into
Eq. (4), one obtains

4)

Wd=

2x

where B’ is a constant of proportionality. For unimpeded plume
rise, the plume upward momentum rise velocity, W, with no
downwash is

Wd=B'Ua<5>n (6)

dh
= — 7
r di no downwash ( )
From Fig. 2 it is clear that
Wnel = Wp - Wd (8)
which, after substitution, gives
dh dh dh
o= - ©)
dt dt no downwash dt downwash
dh  dh d,\"
=2 ~B'U,| (10)
dt dt no downwash 2x
Integrating Eq. (10) yields
h 3 1/3 1-n
—=(—2M2£) ~B| > (11)
d; \4p"  d; d

where B=27"B'/(1-n) is the downwash coefficient. Equation
(11) is the nondimensional plume rise equation for a fully bent-
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Fig. 3 Schematic view of the water channel facility, looking
down through the free water surface

over nonbuoyant momentum jet, accounting for jet wake pressure-
induced downwash.

The value of the exponent n is expected to depend on the be-
havior of the near-wake recirculation region downstream of the jet
exit. In the far wake behind a two-dimensional solid body, the
wake width grows like n=1/2, and in an axisymmetric solid-body
wake n=1/3. Our experiments will show that either of these ex-
ponents is reasonable, with n=1/2 fitting the downwash near the
jet exit hole somewhat better.

3 Experiments

The experiments in this study were conducted in the water
channel at the Mechanical Engineering Building at the University
of Alberta, shown schematically in Fig. 3. The cross stream ve-
locity profile was essentially uniform (1% ) making the determi-
nation of the appropriate choice for the ambient cross-flow veloc-
ity U, easy.

Measurements of stream-wise jet plume cross sections for cal-
culating plume trajectory were obtained using a horizontally ori-
ented source with the laser sheet illumination from the other side,
whereas measurements of jet velocity and turbulence characteris-
tics were performed using a vertically oriented jet. The dyed
source water had the same temperature (and density) as the cross-
flow water. The dye itself is of very low concentration, and thus
has a negligible effect on the source water density.

The PLIF technique was calibrated using a series of known dye
concentrations mixed in a glass tank exposed to the laser sheets.
The distribution of laser light intensity was adjusted for laser sheet
divergence angle and losses through the calibration tank walls.
Beer’s law path extinction was negligible for these experiments
due to low dye concentrations and short beam paths. The calibra-
tion was fitted with camera response and dye-fluorescence nonlin-
earity. The fluorescence from background emissions was mea-
sured and subtracted from the images.

3.1 Plume Trajectory. Measurements of the jet trajectory
were made by injecting a nonbuoyant momentum jet from the
turbulent source into a cross-flow at the same water temperature.
The source fluid had a known concentration of fluorescence dye
which emits at 520 nm when excited by the 488 nm light from the
argon ion laser. The laser line at 514 nm can be a confounding
signal, and so the laser was always tuned to maximize the 488 nm
line (thus significantly reducing the 514 nm line).

Images were collected by a Hitachi KP-M1 charge-coupled de-
vice (CCD) monochrome video camera using a filter to attenuate
the laser sheet light while allowing most of the fluorescing light to
pass. The analog signal from the camera was digitized by a com-

Journal of Fluids Engineering

Fig. 4 Contour profiles of average images for the source, pro-
duced from 200 (top) and from 1200 (bottom) consecutive im-
ages. M=4.0, Re,=9100. The images are averages of 1/30 s
video frames taken 1/6 s apart (6 frames/s), in a crossflow
with velocity U,=180 mm/s, which is 14 source diameters/s.

puter video board (Matrox Pulsar version 1.0) to produce images
with a light intensity resolution of 10 bits (1024 intensity levels)
and spatial resolution of 640 pixels horizontally and 480 pixels
vertically.

As shown in Fig. 4 the contour profiles of the average image
produced from 200 images were not sufficiently well defined.
There is still evidence of random motion associated with the larg-
est (longest lived) eddies in the flow. The contour profiles of the
average image produced from 1200 images were better but still
there appeared to be inadequate smoothness in the contour pro-
files. The contour profiles of the average image produced from
1800 images compared to one from 2400 images were found to be
qualitatively very similar, and so an averaging of 1800 indepen-
dent images was chosen to be enough to obtain reliable plume
trajectories.

All the images are an average of many 1/30 s video frames,
taken 1/6 s apart (6 frames/s), in a cross-flow with velocity U,
=180 mm/s, which is 14 source diameter/s.

Figure 5 shows a typical image used for determining the trajec-
tory from 1800 instantaneous images. The curves show how ver-

Fig. 5 Concentration and contour profiles are shown together.
Jet trajectory was determined by joining the peaks of these
concentration profiles.
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Fig. 6 Comparison between experimental data and the mo-
mentum rise equation (Eq. (3)) with no downwash correction
for the large source diameter. The trajectory averaged entrain-
ment coefficients, B, are much too large if no downwash cor-
rection is used.

tical light intensity profiles through the plume show maxima. The
peak values in each curve were used to form a curve that defined
the experimental plume trajectory.

It is important to note also that when the plume is not entirely
bent over (very early stage of plume development), the vertical
slices are not normal to the trajectory line, and may give a less
reliable estimate of the local maximum concentration. For this
reason, the focus of the plume trajectory predictions was always
on the far field data.

Another detail of interest is that these images were all acquired
for relatively low dye concentration compared to the laser power,
and so the plume emission could be assumed to be through an
optically thin medium with minimal light extinction along both
the path of the exciting and emitted light.

The plume profiles in Fig. 5 show a particular trait that was
observed in almost all the experiments. The contours show an
isolated “island” of higher concentration detached from the mono-
tonic drop in concentration along the plume trajectory away from
the source. Since these profiles were taken at the midplane of the
mean plume, this shape is probably due to the time averaging of
the jet oscillation. Upstream there are likely off-axis maxima in
the left and right vortices of the plume, and as this phenomenon
dies out, a single maximum at the centerline forms. Reference [5]
found that the position of maximum on the centerline concentra-
tion profile was an accurate estimator of the centroid of a y—z
plume cross-sectional area even when there were off-axis maxima.

3.2 Jet Exit Velocity Profile. Jet exit velocity profiles, mean
velocity, and turbulence intensity measurements were measured in
the water channel using a two component LDV. Considerable ef-
fort was made to ensure a well mixed uniform velocity profile.
The turbulence intensity was uniform through the jet core and
highest in the circular shear layer at the edge. The intensity of the
core turbulence could be reduced from 12-14% to 2-3% by in-
serting a screen in the outlet.
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Fig. 7 Comparison between experimental data and the mo-
mentum rise equation (Eq. (3)) with no downwash correction
for the large source diameter. The trajectory averaged entrain-
ment coefficients, B, are large but acceptable for this momen-
tum ratio M=4 but the slope does not match well without a
downwash correction.

4 Results and Discussion

4.1 Trajectory Averaged Entrainment Coefficient. The ob-
served plume trajectories were compared with Eq. (3) to obtain a
best fit (least squares power law) over the range of the data ob-
served within the field of view of the camera. The results are
shown for two cases M=1 and M=4 in Figs. 6 and 7. For the
lower velocity ratio M value, the required entrainment coefficient
B to obtain reasonable fit is extremely high, between 1.4 and 1.9.
For the higher velocity ratio M value, the fit is not excellent but
the values of entrainment coefficient are more reasonable. Clearly,
at the lower density weighted velocity ratios (and likewise, mo-
mentum ratios) and resulting smaller rise heights, the 1/3 law
requires some adjustment to produce more realistic rates of en-
trainment.

4.2 Downwash Correction to Plume Trajectory. To correct
for the poor fit of the 1/3 law results for cases of smaller M, the
downwash model in Eq. (11) was used. Combinations of the val-
ues of B and n were determined by trial and error and used to
obtain more reasonable entrainment coefficients and better fits for
the data. After some experimentation with the numbers, the value
of B was found to be near zero for low values of M and then
increase asymptotically toward B=0.5 for greater values of M.
The function

=5(1-e™?) (12)

fits the data well and was adopted as a step in the modeling
process.

It is interesting to note that this function has the reverse trend to
the observations of Ref. [5] who studied rigid tubular stack far
above the surface and obtained higher values of B at lower M,
with a decreasing asymptote to B=0 for the largest density
weighted velocity ratios. Clearly the downwash mechanism is dif-
ferent for surface jets compared to stack jets than for stack jets.
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Fig. 8 Comparison between experimental data and the plume
rise equation with downwash correction (Eq. (11)). Wall wake
decay exponent n=1/3, B=0.20 at M=1.

Though the higher momentum jet is subject to greater downwash,
clearly this effect is of relatively lesser importance because the
stronger jets have greater overall momentum rise. However at
high values of M, the downwash correction in Eq. (11) is very
small relative to the first term that is proportional to M to the 2/3
power. Hasselbrink and Mungal [15] also found that the surface
pressure effect on trajectory is negligible for high M.

Figures 8 and 9 show the comparison of the predicted plume
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2
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Fig. 9 Comparison between experimental data and the plume
rise equation with downwash correction (Eq. (11)). Wall wake
decay exponent n=1/2, B=0.20 at M=1.
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Fig. 10 Large source comparison between experimental data
and the plume rise equation with downwash correction (Eq.
(11)). B=0.43

trajectories and the experimental data of the large source at the
more problematic M=1. In this case, the value predicted by Eq.
(12) B=0.2 works well and n=1/2 fits the data well, particularly
close to the jet exit. With the downwash effect estimated from Eq.
(I1) with n=1/2 and B from Eq. (12), the trajectories have very
reasonable entrainment coefficients and also, as shown previously,
is consistent with the assumption that the correction is the result
of a pressure field effect.

Additional results show the validity of Eq. (12) and illustrate
very reasonable fits for a range of parameters. For example, Figs.
10 and 11 show a comparison between small source data and the
predicted plume rise trajectories. The B values are very realistic,
compared to the values calculated without any downwash correc-
tion. The shape and fit of the curves are excellent for the full range
of Re, values tested in this work. The figures indicate decreasing
entrainment with M, though a slight increasing trend with Re,.

4.3 Jet Exit Reynolds Number Effects on Trajectory Aver-
aged Entrainment Coefficient. To further bring order to the
varying parameters in the plume rise, the Re, effects on B were
normalized by the entrainment coefficient obtained at the highest
Re,. To perform this normalization, entrainment coefficients at
the highest jet exit Reynolds numbers for each density weighted
velocity ratio were defined as ., (see Table 1).

As shown in Fig. 12, the normalized entrainment coefficient
Bl B., varies with Re,. Note how five of the data points that lie
exactly on the line B/, since these are the five data from Table
1 that were used to normalize the others. A simple empirical func-
tion that fits the data is

L1 )
B 150
14+ —
Re,
A slightly better fit was possible by changing the jet exit Reynolds
number exponent but here the objective was to show the trend.
Figure 12 shows that from Re; =200 to 4000 there is about a 40%
increase in the entrainment coefficient, whereas from Re,;=4000
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Fig. 11 Small source comparison between experimental data
and the plume rise equation with downwash correction (Eq.
(11)), B=0.50

to 10,000 the increase in entrainment coefficient is only 2%.
Therefore it is obvious that at the higher Re, range, viscous ef-
fects are negligible on the plume trajectory compared to cases
with lower values of Re,.

4.4 Trajectory Averaged Entrainment Coefficients at High
Reynolds Number. An empirical equation for the relationship
between .. with M was chosen that would be continuous, mono-
tonic, bounded and would tend asymptotically to a single value
(0.5) for the highest M values. The equation chosen was

_11(1+O.063M2>
P 1. 1+0.14M?

Clearly, this function was found by an empirical fit but it suits the
desired characteristics noted above. From Eq. (14), B.=1.1 at
M=0 and B.,=0.51 at M=16.

Figure 13 is a plot showing the entrainment data and the func-
tion used to model them. The empirical function used by Ref. [5],
in their study of stack jets, is also shown. The difference for their
stack jet and the surface jet in the present study was probably due
to that fact that the Ref. [5] data were only for Re,=1800,
whereas in the present study, data were collected for a wide range
of Re,. The dotted curve in Fig. 13 is from Ref. [16] for stack
jets. Briggs’ curve comparison was done only after all functions
were determined, and no adjustments were made to fit the present
study B. to Briggs equation. It was comforting to find that the
curve from the Briggs equation is also a reasonable fit to the data
(though it is unbounded at M=0).

(14)

Table 1 Maximum Re, used for each value of M. The entrain-
ment coefficients found at these jet exit Reynolds numbers
were called B, and were used to normalize entrainment coeffi-
cients for lower jet exit Reynolds numbers.

M 1 2 4 8 16

1700 3400 9100 3450 9150

Re,
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Normalized entrainment coefficient

0.5 s
044 o M=l d=127mm 7
] O M=2 d =12.7mm A
' 039 A M=4 d=127mm 7
= 1 e M=2d=3175mm 1
029 A& M=4 d =3.175mm 1
1 v ™M=8d=3175mm l
0119 & M=16 d =3.175mm .
0.0 T T T T T T T T T
0 2000 4000 6000 8000 10000

Re, Jet Reynolds number

Fig. 12 Effect of Re, on entrainment coefficient normalized by
the high jet exit Reynolds number entrainment coefficient g, at
the largest measured Re, for that 1/

4.5 Jet Exit Reynolds Number Effects on Plume Rise. An
estimate of the effect of Re, on the trajectory-averaged entrain-
ment coefficient 8 can be made by assuming very large x, so we
can neglect the downwash term from Eq. (11). With this assump-
tion

1.1 T T T T T T T T T T
R = 1700 4
10 '\ “,max Briggs [16], Stack Jets
' LY Red,max: 3400 B.=04+12 M_1 i
0.9 - ! .
% Present study, Surface Jets, downwash corrected 4
g \ 2 -1
g 0.8 4 v Bo= LI[(140.063MA(140.14M7) | -
2 \ ]
= 0.79 &) = 9100 .
'§ | Jmax ]
2
% 0.6 ° Rey = 3450 -
8 Red,max: 9150 h
5 054 ~~o__um -
e . ]
E 044 -
4 ] / ]
, 0.3 -
= Johnston & Wilson [5] Stack Jet, downwash corrected 1
0.2 B =081(1+.015MA)(1+.04M ) T
0.1 4 -
0.0 ——TTT T T T T T T T T

0o 2 4 6 8 10 12 14 16 18 20 22

M Jet exit to crosswind velocity ratio
Fig. 13 Entrainment coefficient decreases as M increases.

Previous measurements [5] shown as solid circle; present
study as solid squares.
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S
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=
N
»
SCerD>p» OO

hih ., normalized plume rise
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0.9
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Rey, jet exit Reynolds number

8000 10000

Fig. 14 Effects of Re, on plume rise. The curve given is based
on Eq. (16).

h -2/3
b_(£) )
hmax BW
where h,,,, is the rise and S, the trajectory averaged entrainment
coefficient that would be expected for very large values of Re,.
Rewriting using the empirical relationship in Eq. (13) yields

h ( 150)2/3
=|1+—
hmax

Re,
Figure 14 shows that the curve obtained from Eq. (16) is in good
agreement with the experimental data.

This gives an important quantitative scale model size limitation.
If the exit Reynolds number of scale model jets remain above jet
exit Reynolds numbers of 4000, most scaling of plume behavior
will be maintained.

(16)

4.6 Effects of Initial Exit Jet Turbulence on Trajectory.
Data were collected at different density weighted velocity ratios
and various jet exit Reynolds numbers. Figures 15 and 16 show a
comparison of the jet trajectories with and without the turbulence
damping screen. The jet produced from the source with no screen
had about 10-15% turbulence intensity, whereas the jet produced
with the screen on the source had about 2-3% turbulence inten-
sity; similar behavior was predicted by Ref. [6]. As expected, the
jets with higher initial turbulence intensity have less plume rise,
probably because they entrain more ambient fluid than jets with an
exit screen that have low turbulence intensity. The difference be-
tween the two trajectories is roughly Ah=0.5d,.

4.7 Boundary Layer Thickness. The boundary layer thick-
ness in these measurements has not been factored into the models
developed here. Though it has been suggested that this parameter
should be considered in the scaling of these flows, we have left
this out in this first attempt at finding practical guidelines for
small scale modeling.

In all our experiments the boundary layer thickness was less
than three source diameters and was in most cases on the order of
one source diameter. In the early stage near the jet exit, the en-
trainment coefficient is small, so the net effect of the velocity of
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2.5 m—m—r—r—Tr—T—TrT——TTTTTT
with screen  $=0.92
20 jet exit turbulence intensity = 2 to 3% =
=
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=
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[ jet turbulence intensity = 10 to 13% 7
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x/ dS Downstream distance

Fig. 15 Effects of jet exit turbulence on the plume trajectory at
low density-weighted velocity ratio W

the cross-flow is smaller when the jet is not yet bent over.

Our focus on the bent over stage of plume rise is thus entirely
outside of the boundary layer. We would expect that future corre-
lations that incorporate boundary layer thickness as a parameter
could potentially have corrections of up to a source diameter in
plume rise.

with screen =0.58
jet turbulence intensity = 2 to 3%

no screen B=0.65

jet turbulence intensity = 13 to 15%

h /dg Risc height
o~

M=4
ds: 12.7 mm )

Re, =3300

0 2 4 6 8 10 12 14 16 18 20
x / d Downstream distance

Fig. 16 Effects of jet exit turbulence on the plume trajectory at
high density-weighted velocity ratio \
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5 Conclusion

The standard Briggs plume rise model was enhanced to include
the downwash effects for surface jets and was compared with the
experimental data. It was found that the jet exit Reynolds number
Re;, hgownwashs M, and B had interrelated effects on plume rise.

The experimental data clearly show that the plume experiences
downwash that must be considered when relative plume rise is
otherwise low. The downwash velocity model was robust in its
prediction of the plume trajectories, matching the experimental
data very closely. Its importance was found to be greatest for jets
with relatively low inlet velocity compared to the cross-flow. The
downwash coefficient was found to be a function of M but overall
the effect on plume rise was predicted to generally be less than
one half a source diameter.

At low jet exit Reynolds number, Re,;=200-4000, there was up
to a 40% increase in the entrainment coefficient but by Re,
=4000 the increase in entrainment coefficient was only 2%. In
the higher Re, range, viscous effects are negligible on the plume
trajectory and at very low Re, entrainment coefficient is a strong
function of Re,.

Similarly, at lower jet exit Reynolds number, such as Re,
=200-4000, there was 50% decrease in the plume rise but at
Re,;=4000 the decrease is only 5%. It was concluded from these
results that for these greater jet exit Reynolds numbers, viscous
effects have a negligible relative effect on plume rise at a fixed M.

Effects of initial turbulence on the plume trajectory were stud-
ied by reducing the initial turbulence in the jet from 10-15% to
2-3% with a fine mesh exit screen without changing the jet ve-
locity profile. The results show that reducing the initial turbulence
in the jet (as would be the case for very small laminar jets used in
small scale experiments) without changing its velocity profile
causes a less than 1 source diameter increase in the plume trajec-
tory rise. This small increase suggests that the effect of increasing
exit turbulence only affects the development of the jet core flow
for a few diameters, and has no effect on the trajectory averaged
entrainment coefficient. This has important implications for suc-
cessful small scale experimental modeling of exhaust jets which
are often turbulent in full scale and laminar in the model.

This study shows that the quantitative scale model jet exit Rey-
nolds number limitation is about 4000, above which no correction
is required to jet trajectory. In addition, in both full scale and
model testing of surface jets the effect of plume trajectory down-
wash must be included to accurately predict near-source trajecto-
ries.

Practically this implies that the laboratory modeling of large
scale phenomena such as gas well blowouts or momentum domi-
nated jet releases from ruptured or cracked vessels can only be
safely scaled down to a limited degree while still maintaining
credibility for applications in safety or emergency response plan-
ning [17-20].

Nomenclature
h = vertical height of plume center line (m)

h,, = final momentum jet rise (m)
Ah = change in height (m)
F,, = momentum flux (m*/s?)

U = cross-flow velocity (m/s)

x = downstream coordinate (m)
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= vertical coordinate (m)
= density (kg/m?3)
vertical velocity (m/s)
= diameter (m)

Q.g'b I
Il

Subscripts

= momentum
= far downstream
ambient (free stream)
source (from jet)
downwash
= pressure

N 2w o 83
Il

Dimensionless
Re,; = jet exit Reynolds number
= density weighted velocity ratio
= momentum correction factor
= empirical downwash velocity exponent
empirical trajectory downwash constant
= entrainment coefficient
= extrapolated to large Reynolds number

Pwws s =
I
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Use of Bacterial Carpets to
Enhance Mixing in Microfluidic
Systems

We demonstrate that flagellated bacteria can be utilized in surface arrays (carpets) to
achieve mixing in a low-Reynolds number fluidic environment. The mixing performance
of the system is quantified by measuring the diffusion of small tracer particles. We show
that the mixing performance responds to modifications to the chemical and thermal
environment of the system, which affects the metabolic activity of the bacteria. Although
the mixing performance can be increased by the addition of glucose (food) to the sur-
rounding buffer or by raising the buffer temperature, the initial augmentation is also
accompanied by a faster decay in mixing performance, due to falling pH and oxygen
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starvation, both induced by the higher metabolic activity of the bacterial system.
[DOL: 10.1115/1.2427083]

Keywords: Serratia marcescens,
glucose, temperature

1 Introduction

In a microfluidic environment, the small-scale and consequently
low-Reynolds number flow regime leads to diffusion-limited,
viscous-dominated dynamics. This has led to several engineering
challenges, for example, how to pump fluids through a small sys-
tem with optimum efficiency and how to enhance mixing between
parallel streams of fluids. Mixing for chemical systems continues
to be a challenge, although several concepts for laminar mixers
have been proposed. Some of these techniques are associated with
chaotic advection [1-3] in which the objective is to generate a
chaotic cycle to stretch the two-fluid interface. Spatial methods
[4-6] generate chaotic mixing using complex meandering chan-
nels, or ribbed channels. There have also been attempts at making
temporal chaotic mixers at micro scale; however, these have
tended to fail due to difficulties in finding a compact fluidic ac-
tuator that can be conveniently incorporated into a microfluidic
system.

A novel approach for generating fluids mixing in small-scale
devices is to employ the rotating flagella from bacteria as fluidic
actuators [7]. Flagellated bacteria, such as Escherichia coli or Ser-
ratia marcescens, possess a remarkable motility system based on
a reversible rotary motor [8,9]. Such bacteria typically have sev-
eral flagella, each controlled by a separate, independent motor.
When all the flagella rotate in a counterclockwise direction (its
preferable sense of rotation), the flagella combine to form a
bundle that propels the bacterium through the ambient fluid. A
unique feature of bacterial flagellar motors is that they alternate
between clockwise and counterclockwise rotation in a random
manner, and this behavior leads to the execution of a random walk
by bacteria as they move in the surrounding fluid. Thus, their
natural behavior mimics, at the cellular level, the random motion
of the classical chaotic mixer [1]. Freely swimming collections of
bacteria have been observed to enhance diffusion and superdiffu-
sive mixing has been measured [10,11].

If a large number of bacteria are encouraged to adhere to a
substrate, then a bacterial carpet will be created with unique prop-
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microfluidics, mixing, diffusion bacterial carpet,

erties. This was observed by Darnton et al. [7], in which S. marce-
scens were observed to stick to a poly-dimethyl-siloxane (PDMS)
film, where they were observed to generate fluid flow motions
(“whirlpools” and “rivers”) and to enhance the local diffusion of
fluorescent tracer particles in the region above the carpet. We
suspect that the flow inside a microchannel coated with a bacterial
carpet may demonstrate similar properties and the successful dem-
onstration of bacteria as microfluidic actuators in a designed sys-
tem might be of value in future microfluidic systems. Exploring
this possibility forms the central theme of the current paper.

Flagellated bacteria are also exquisitely sensitive to a wide va-
riety of external stimuli. They respond to thermal and chemical
gradients that directly influence their motility characteristics and
form the basis for chemotactic and thermotactic responses [8].
Changes in temperature or the chemical environment can stimu-
late the bacteria’s sensory system and alter the flagellar motor
performance, including the counterclockwise and clockwise rota-
tion intervals and the rotation frequency [12-14]. This sensitivity
can be exploited to control the behavior and performance of a
bacterial carpet.

One can imagine appliations where it is undesirable to intro-
duce freely swimming bacteria into the working fluid, and thus, in
this paper we extend the work of Kim and Breuer [11] to study the
use of bacterial carpets (rather than freely swimming bacteria) to
enhance mixing. Bacterial carpets are surfaces activated by the
adhesion of bacteria [7], and thus, the biological cells are not
mixed with the working fluid. The current paper is divided into
two thrusts in which we (i) explore the possibility of using bacte-
rial carpets to generate enhanced microfluidic mixing and (ii) ex-
amine the ability of chemical and thermal signals to control the
device’s performance by affecting the bacterial behavior. These
investigations are conducted using simple microfluidic devices
such as flow-through microchannels and sealed microfluidic
chambers. This enables careful characterization and comparisons
to theory, although the expectation is that these methods can be
applied to more complex devices of practical interest.

2 Materials and Methods

2.1 Culturing Bacteria. S. marcescens were used in this
study: ATCC 274 (American Type Culture Collection, wild type),
provided by L. Turner and H. Berg of the Rowland Institute at
Harvard University. For the best motility, the 100 ul frozen ali-
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Fig. 1 Schematic of the bacterial mixing system and micro-
graph of the bacterial carpet as it develops inside the microflu-
idic system. The picture is taken 2000 s after the initiation of
the flow deposition procedure. The scale bar is 5 um.

quot of S. marcescens was put into 10 ml of LB growth medium
and incubated for 4 h at 33°C. The cultures were aerated by gen-
tly shaking the tube at ~180 rpm. The bacteria were removed
from the incubator during the exponential phase of their growth
for use in the experiments. After longer incubation times, the den-
sity of the culture saturates and motility quickly decreases. The S.
marcescens were separated from the nutrient broth by centrifuga-
tion at 2200 g for 10 min and then resuspended in 0.5 ml of
buffer. Buffer, consisting of 0.01 M KPO,, 0.067 M NaCl,
10" M EDTA, (pH 7), was then added to bring the total volume
to 10 ml. This separation process was repeated three times to en-
sure that all the growth medium were removed. The average size
of S. marcescens is ~1 um dia by 2 um long, with 3-5 long
(10 wm), thin (20 nm) helical filaments.

2.2 Microfabrication and Formation of Bacterial Carpets.
The experiments were conducted using fluid devices fabricated
using “soft lithography” techniques [15] in which a geometry is
molded using poly-dimethyl-siloxane (PDMS) and then bonded to
a glass substrate to form a microfluidic system. The geometries
tested were long, wide channels, 15 um high, 200 um wide, and
several millimeters long. Since these devices are closed, the bac-
terial carpets were formed on the inside surfaces using flow-
deposition techniques rather than the blotting techniques of Darn-
ton et al. [7]. Using a syringe pump, a buffer containing a high
concentration (2—5X10°/ml) of motile S. marcescens was
pumped through the channel at a low flow rate (0.05 wl/min).
After 5 s, the pump was switched off, and the system was allowed
to settle for 5 min. During this time, the bacteria swim randomly
through the channel, sticking on contact to bare spots on both the
PDMS and glass surfaces. S. marcescens form slimy durable coat-
ings on the cell body and strongly adhere to the inside of the
channel. The flow-and-settle cycle was repeated until the surfaces
of the microchannel were coated to the desired density. The sys-
tem must be rotated to ensure even coating and to counteract the
natural tendency for the cells to preferentially coat the lower
surface.

The formation of the carpet was tracked optically using differ-
ential interference contrast (DIC) microscopy. The DIC image was
preprocessed by removing the static background image and then
thresholding to enhance the outline of each cell body (Fig. 1).
MATLAB-based image processing tools were used to determine the
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test section

Fig. 2 Schematic of the test geometries: (a) the Y-junction mi-
crochannel and (b) the straight microchannel

cell density (“fill factor”) and distributions of the cell orientation.
The carpet was largely comprised of a bacterial monolayer, and
examination of the carpet images indicated that 81% of the cells
adhered to the surface as a single isolated cell, whereas 19% were
in contact with or partially on top of another bacterial cell. The
most probable orientation of the cells was observed to be parallel
to the major axis (x) of the channel, and it was found that 55% of
the cells were aligned between —30 deg and +30 deg with respect
to the channel’s x-axis. After 3000 s, the fill factor was measured
to be 83% (£1.2%), and the average density of bacteria was
31/100 um? (+2). Although a few cells were observed to stick to
the surface by their flagella, most of the cells stuck to the surface
by their bodies with their flagella free to rotate in the flow.

2.3 Experimental methods. The first experiment was de-
signed to observe the mixing of two streams of fluid. This is an
extension of the experiments of Kim and Breuer [11] in which
freely swimming E. coli bacteria were observed to enhance lami-
nar mixing. A PDMS Y-junction microchannel was fabricated,
with two arms each feeding a stream of fluid into a main mixing
channel that measured 28 mm long, 15 um high and 200 wm
wide (Fig. 2(a)). A S. marcescens carpet was flow deposited on
the inside of the microchannel and then rinsed with motility
buffer. During the experiment, one arm of the Y-channel carried a
pure biological buffer solution, with a low concentration
(0.02 vol. %) of FITC (Fluorescein isothiocyanate)-labeled Dex-
tran (MW 77,000). The second arm contained the same buffer and
Dextran, except that the Dextran was not fluorescently labeled.
Images were captured at seven sections located at x=0.5, 4, 8, 12,
16, 20, 24 mm, and at four different flow rates (Q=0.468, 0.376,
0.282, 0.188 wl/min). As the two streams flow down the main
channel, a clear boundary between the fluorescent and nonfluores-
cent streams is established at the Y-junction. The two streams mix
together, generating an increasingly diffuse fluorescence profile at
x stations further down the channel (Fig. 3). The intensity profile
was monitored using a high resolution charged-coupled device
(CCD) camera from which the diffusion profiles could be
extracted.

Images were obtained using a Nikon TE200 inverted epifluo-
rescent microscope with a 20X objective and recorded with an
IDT SharpVision 12-bit cooled CCD camera (IDT, Tallahassee
FL), with 1300 X 1080 pixels. Ten images were recorded at each x
station and each flow rate. The intensity profiles across the chan-
nel were computed by averaging the ten frames and averaging
over 300 pixels in the streamwise direction (corresponding to
107 pwm). The maximum of the intensity profile was calculated by
fitting the top five data points (two to either side of the peak
intensity) to a quadratic polynomial [y=y,—a(x—x,)?]. The width
of the mixing zone was determined from the standard deviation of
the gradient of the intensity distribution, computed by integrating
the moments of the intensity gradient distribution using Simpson’s
rule.

A second experiment was also designed to assess diffusion en-
hancements in a sealed system. For these experiments, diffusion
was measured from the dispersion of tracer particles. A straight
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Fig. 3 The photographs illustrate typical intensity distributions in the Y-junction
microchannel, showing the diffusion profiles (dl/dy) that is established between
the labeled and unlabeled streams (x=24 mm, Q=0.188 ul/min): (a) the clean-
walled microchannel, (b) the channel coated with nonmotile bacterial carpet, and
(c) the channel coated with an active bacterial carpet. The enhancement of mixing
is apparent.

PDMS microchannel (15 mm long) was fabricated with a single
inflow and outflow (Fig. 2()). Following the formation of the
bacterial carpet in the straight microchannel, the system was
rinsed with the motility buffer to remove drifting bacteria and then
seeded with a low concentration (0.04 vol. %) of neutrally buoy-
ant fluorescent particles (490 nm dia Duke Scientific, Palo Alto
CA). Finally, the inlet and the outlet were sealed using a drop of
RTV silicone adhesive sealant (Permatex, Solon OH).

Mixing is quantified by measuring the effective diffusion coef-
ficient. This is appropriate given the fact that mixing enhance-
ments due to the bacterial carpet are isotropic, continuous, and
distributed—all qualities of diffusive processes. Diffusion was de-
termined using particle tracking velocimetry. Image pairs consist-
ing of two successive CCD images (5 ms exposure, separated by
50 ms) were acquired using standard fluorescence microscopy
techniques. The fluorescent particles were identified and tracked
from the first image to the second, yielding a displacement vector.
Approximately 3000 vectors were computed at each condition.
Using a 100X objective, the image resolution is 64 nm/pixel, and
assuming a tracking accuracy of 0.05 pixels, the displacement
resolution is thus 3.2 nm. Typically, 100 image pairs were re-
corded at a fixed point in the channel in the course of several
minutes. Effective diffusion coefficients were then computed from
the width of the measured particle displacement distribution.

3 Results and discussion

3.1 Mixing enhancements in a Y-junction channel. Kim
and Breuer [11] showed that freely swimming bacteria can en-
hance the mixing between two streams in a Y-junction microchan-
nel. The present experiment repeats this experiment with the ma-
jor difference that the bacterial are fixed to the device walls and
do not need to be present in the two fluid streams. The evolution
of the diffusion interface in the Y-channel can be modeled accu-
rately using a quasi-one-dimensional theory [11] in which the con-
centration of the fluorescent tracer is represented by the fluores-
cence intensity, /,

a Pl
D75 ()
ar dy
where the pseudotime variable, 7, is defined as x/U (U is the
average streamwise velocity) and D is the effective diffusion co-
efficient. This is Fick’s second equation, satisfying the initial con-
dition (I=0, y>0, and 7=0) and the boundary condition (/=1,
y=0, and 7>0). The solution to this equation is
1(n) = erfc(7) )
where 7 is a similarity variable
y
=7 3)
\VDx/U
Thus, the gradient of the intensity profile should behave like

n
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a__ 1
dy 2\“‘“‘7TDX/U

from which one observes that the maximum in the intensity gra-
dient should decay proportional to (x/U)~"?, and that the width of
the diffusion zone, measured by the standard deviation of the in-
tensity gradient, should grow proportional to (x/U)"?. Figure 4
shows the behavior of the maximum of the intensity gradient mea-
sured for three cases: (i) a baseline channel with clean walls, (ii) a
channel coated with an inactive bacterial carpet, and (iii) a chan-
nel coated with an active (motile) bacterial carpet. Images of the
intensity profile were obtained for several values of x and U, and
the values of the effective diffusion coefficient D were extracted
from the composite data using a least-squares regression analysis.
Note that the collapse of the data with the similarity variable 7
=x/U is excellent. For this particular carpet (83% fill factor), the
effective diffusion coefficient D is observed to increase above the

ex —(y/2\DxIU)? (4)
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Fig. 4 The variation of the maximum of the intensity gradients,
from all seven x locations and four different flow rates. Inset
shows the gradient of the intensity profiles at different distance
from the Y-junction, generated from images for Q
=0.468 ul/min. Fluorescence intensity distributions are ex-
tracted from photographs shown in Fig. 3, and plotted against
7=x/U, where U is the average flow velocity. Three sets of data
are shown: (i) the clean-walled microchannel, (ii) the channel
coated with nonmotile bacterial carpet, and (iii) the channel
coated with an active bacterial carpet and the downward shift
in each line indicates the increased diffusion due to presence
and motion of bacterial flagella. The gradient of the intensity
profile decays and spreads as 7=x/U increases.
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baseline value by a factor of four, rising from 21.3 to 85.4 um?/s.
After testing with the active bacterial carpet, 0.001% of FCCP
(carbonylcyanide-p-trifluoromethoxyphenyl ~ hydrazone)  was
added to the buffer, rendering the bacteria nonmotile. The channel
coated with nonmotile bacterial carpet still resulted in an observed
increase in D (to 41.8 um?/s), indicating that the mere presence
of the passive flagella in the flow enhances fluid transport. Note
that in the 15 wm high channel, the passive flagella (which are
approximately 10 um long) will extend throughout the flow sys-
tem and their thermal motion will induce some additional trans-
port. Darnton et al. [7] measured rise in the diffusion coefficient of
1 um beads from 0.48 um?/s in the bulk to 22.4 um?/s at the
carpet surface. The enhanced values in the present case are even
larger, presumably due to the fact that the fluid streams are influ-
enced by flagella from cells on both the top and bottom walls.
Similar experiments conducted in a 40 um deep channel did not
show any enhanced transport when the cells were inactive.

The presence of freely swimming bacteria has also been ob-
served to lead to the superdiffusive motion of passive tracer par-
ticles [10,11], which mix faster than the square-root dependence
predicted by standard Fickian diffusion. Careful analysis of the
data in Fig. 4 shows that the maximum in the intensity gradient
does decays faster than V7. We can model the decay in the maxi-
mum intensity gradient, /,,,,, (normalized by some initial value, 1)

as
7|
fo H g

IO T

where v is the diffusion exponent and 7" is a reference time scale.
For Fickian diffusion, y is equal to 0.5, and 7 is determined
solely by the molecular diffusion coefficient D. Applying this
model to the current data yields y=0.499 for the baseline (clean
channel) while y=0.524 and 0.542 for the inactive and active
carpets, respectively, indicating a mildly superdiffusive process,
and comparable to the values found for freely swimming bacteria
in a microchannel [11].

3.2 Mixing Enhancement in a Sealed System. The second
series of experiments was designed to explore the dependence of
the mixing enhancements on the elapsed time as well as on the
composition of the fluid buffer. Since the mixing enhancement is
due to the motion of living, motile bacteria, we would expect that
the conditions of the buffer solution, its pH, oxygen content, etc.,
will have an effect on the bacterial carpet’s effectiveness. For this
experiment, tracer particles were introduced into a straight chan-
nel which was then sealed.

Immediately after the carpet creation, beads were observed to
move rapidly, and over long distances, consistent with the obser-
vations over exposed bacterial carpets [7]. After long times, the
bead motion was much more subdued. This motion was charac-
terized by computing an effective diffusion coefficient D, from
the mean-square particle displacement statistics and by comparing
D, to the diffusion coefficient of the same particles due to Brown-
ian motion D,. This assay was repeated at regular intervals to
determine the time-evolution of the carpet’s effectiveness. We find
that the diffusion enhancement, Dp/ Dy, reaches its maximum
value D, immediately after the carpet’s formation, after which
time it decays exponentially, with a decay rate « (Fig. 5),

b, =1+ D, exp(- at) (6)
D,
For these conditions, diffusion enhancements in excess of 20
times that due to Brownian motion are achieved and the behavior
over time is consistent with the behavior of bacterial carpets in
open systems [7].

3.2.1 Effects of Glucose Concentration. These measurements
were repeated for a variety of glucose concentrations (0, 2, 20, 60,
and 120 mM), two of which are shown in Fig. 5, from which we
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Fig. 5 Enhancement over Brownian motion of the tracer par-
ticle diffusion coefficient as a function of time. Two measure-
ment series are shown: with the plain motility buffer (circles)
and with 20 mM glucose added (squares). Error bars represent
standard deviations based on five sets of measurement.

see that the elevated glucose concentration serves to increase the
initial diffusion enhancement D, but also to increase the subse-
quent decay rate «. Figure 6 shows the dependence of the initial
diffusion enhancement D, and the decay rate of the particle dif-
fusion due to bacterial carpets in response to changes in concen-
tration of glucose. A small increase in the buffer glucose concen-
tration quickly increases the initial diffusion coefficient, although
as the concentration increases the diffusion coefficient approaches
a plateau. This behavior is due to the fact that, although the pres-
ence of small concentrations of glucose increases the metabolic
rate of the bacteria, resulting in higher motor rotation rates [9,16],
the glucose consumption rate per cell quickly saturates at a buffer
concentration of ~20 mM, above which the increased concentra-
tion has no additional effect on the motor performance. Similar
behavior is seen with the decay rate of the diffusion enhancement
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Fig. 6 Variation of (a) the initial diffusion enhancement factor
and (b) the decay rate for flows above bacterial carpets in re-
sponse to changes in concentration of glucose (0, 2, 20, 60,
and 120 mM). Error bars represent standard deviations based
on five sets of measurement.
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Diffusion enhancement

0 10 20 30 40 50 60
Time [min]
Fig. 7 Enhancement over Brownian diffusion as a function of
time at different temperatures. The rising temperatures in-
crease the metabolic activity of the cells resulting in increased
diffusion enhancement. However, that increased activity also
hastens the carpet’s catabolic poisoning, resulting in a faster
decay in the mixing activity. Error bars represent standard de-
viations based on five sets of measurement.

factor. This may be explained by the fact that bacterial catabolism
of glucose rapidly produces lactic, acetic, citric, and pyruvic acids
in the buffer [17], and since the system is sealed, there is no
mechanism to remove these waste products and they cause the
buffer pH to drop. Cellular activity, including motor performance
is driven by trans-membrane pH gradient and thus, as the pH
drops, the cell motility (and thus the carpet motility) falls [8].
Thus in these sealed systems, the carpet’s activity directly leads to
its own decline and at the elevated metabolic rates induced by the
superabundant glucose concentrations, this process is only made
more extreme.

Another reason for the decay in the carpet’s effectiveness over
time may be due to oxygen starvation. For the bacterium, the
power required to swim is about 8 X 10718 W (8 X 107!! ergs/s),
which corresponds to the consumption of oxygen at a rate of
~25 mol/s [18]. However, the introduction of a carbon source,
such as glucose, enables cell growth, in which case the rate of
oxygen consumption can rise by two orders of magnitude [18]. A
reasonable estimate for the amount of dissolved oxygen in the
buffer solution at 25°C is 1.6 X 10?° mol/1 [19], and taking into
account the amount of dissolved oxygen in the sealed microchan-
nel (~7x10' mol) and the number of bacteria that form the
carpet (~2x10° based on a fill factor of bacteria of
31.3/100 ,umz), we can estimate that, in the absence of any
growth, the oxygen in the sealed system is sufficient to sustain the
bacteria for close to 40 h. Thus, in the absence of glucose, the
decay of the diffusion enhancement is likely not due to oxygen
starvation. However, in the presence of glucose, if the oxygen
consumption increases by only a factor of 50, then the bacterial
metabolism will become oxygen limited, adding to (indeed domi-
nating) the effects of catabolic poisoning, resulting in the in-
creased decay rate of the diffusion enhancement observed in Fig.
5.

3.2.2  Effects of Temperature. The flagellar motion on the bac-
terial carpet is also quite sensitive to temperature because an in-
dividual bacteria’s motility pattern is strongly influenced by the
motor rotation frequency and the tumbling frequency, both of
which are temperature sensitive [12,16]. Using the procedure de-
scribed above, the evolution of the effective diffusion enhance-
ments as a function of time were measured at different ambient
temperatures (Fig. 7). The percentage deviation from the baseline
measurement (at 23°C) of the initial diffusion enhancement D,
and of the decay rate ¢ is shown in Fig. 8.

In general, the initial diffusion enhancement increases with in-
creasing temperature until it reaches a peak at 35°C. The dip at
40°C might be related to the observed fall in the tumbling fre-
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Fig. 8 Percent variation of (a) the initial diffusion enhance-
ment and (b) the decay rate due to bacterial carpet motility as a
function of temperatures. The increase in temperature of the
buffer shows an increase in the initial motility and a increase in
the decay rate up to 35 °C. The decline at T=40 °C may be
related to changes in tumbling frequency for S. marcescens
observed at higher temperatures [16]. Error bars represent
standard deviations based on five sets of measurement.

quency at higher temperatures [12], which may lead to reduced
hydrodynamic effectiveness, although this needs to be studied fur-
ther. As with the glucose dependence, the behavior of the diffu-
sion coefficient decay rate follows closely the behavior of the
initial diffusion coefficient and strengthens the hypothesis that the
reduction in carpet effectiveness is directly caused by the produc-
tion of metabolic side-products, and that at higher metabolic rates
(either due to glucose or temperature effects), increased carpet
activity is necessarily accompanied by a faster decline in motility.

4 Conclusions

We have demonstrated the use of a bacterial carpet as a conve-
nient means to enhance mixing in a microfluidic system. The car-
pet can be easily formed using a flow deposition technique. The
random rotation of the flagella acts as a mixer, increasing effective
diffusion coefficients by factors in excess of thirty times the base-
line diffusion coefficient. The performance of microfluidic devices
powered by bacterial carpets has also been shown to be a sensitive
function of the environment in which the bacteria live. Factors
that enhance bacterial motility, such as the concentration of glu-
cose and the system temperature, affect the carpet motility and
hence influence the overall diffusion of the passive tracer. The
decline of the device performance is thought to be related to the
effects of catabolism in which by-products of the carpet metabo-
lism reduces the buffer pH and hence leads to a reduction in
motility and device performance. In addition, oxygen starvation
can play a role in a sealed system, particularly when the level of
metabolic activity is raised by the addition of a food source such
as glucose.

Bacterial carpets are clearly not yet a mature technology. The
purpose of this paper is not to suggest that bacterial carpets are
ready to displace other more conventional techniques for mixing
(such as moving surfaces or electrokinetic systems). Rather we
aim to demonstrate that actuators from biological systems such as
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bacteria can be effectively harnessed in engineered systems. Ef-
fective applications are still some years away and many issues
need to be addressed. Comparisons between the S. Marascens
carpet-based system discussed here, and the mixing achieved by
freely-swimming E. Coli demonstrated in our earlier work [11] are
difficult since the bacteria used have quite different metabolic
characteristics. However, the system demonstrated here has many
advantages over the free-flowing bacterial mixer, particularly be-
cause with the carpet, the cells are not part of the stream, but fixed
to the device wall. Such bacterial systems are (to our knowledge)
the first demonstrations of biological actuation of an engineered
microfluidic system. The robustness, easy of manufacture and the
ability to genetically modify their behavior make such systems
highly attractive for powering microfluidic devices.
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Atomically Rough Surface

A molecular dynamics simulation of flow over two side-by-side cylinders with atomically
rough surfaces is presented. The model is two-dimensional with 3 X 10° liquid argon
atoms. The surface roughness is constructed by external protrusion of atoms on the

surface of the cylinders with specified amplitude and width. Two cylinders, with diam-
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eters of d=79.44 (molecular units), are placed at a distance of D in a vertical line. The
solids atoms are allowed to vibrate around their equilibrium coordinates to mimic the
real solid structure. The influence of various parameters, such as roughness amplitude,
topology, periodicity, and the gap between cylinders on the hydrodynamics of flow, espe-
cially drag and lift forces, is studied. It was noted that even very little surface roughness,

with amplitude on the order of a few nanometers, can influence the drag forces. Both
roughness texture and the number of roughening elements affects the drag and lift coef-
ficients. The gap between the cylinders showed to be an effective parameter, especially on
the lift force for flow over the nanoscale cylinders. [DOL: 10.1115/1.2427087]

1 Introduction

The study of fluid flow behavior at the nanoscale has been a
subject of interest in recent years. The understanding of the physi-
cal behavior and the hydrodynamics of flows has great importance
on the theoretical study of fluid dynamics and many applications
in engineering, physics, chemistry, and biosciences. The fluid flow
instability or vortex shedding is a classical problem of fluid me-
chanics. Vortex shedding occurs in the wake behind bluff bodies
and causes a fluctuation of flow field, lift, and drag forces. Nu-
merous experimental and numerical investigations have been car-
ried out to probe the hydrodynamics phenomenon at the macros-
cale, such as appearance and formation of eddies, separation of
vortices, stability of vortex street, transition to turbulent wakes,
forces involved, and the possibility of manipulating and suppress-
ing the shedding process [1-5]. Although extensive experimental
and numerical studies on two-dimensional (2D) and three-
dimensional (3D) instabilities for conventional systems [6—13],
namely, macroscale devices, have been reported, the microscopic
ground of this phenomenon has not been well understood. Few
works addressing this issue at the molecular scale have been cited
[14-21].

The initial deviation from the Stokes flow starts at Re=35, de-
veloping two counterrotating vortices behind the cylinder. The
periodic shedding of vortices becomes stronger as the Reynolds
number increases, and the von K/rm/n vortex street can be ob-
served at the range of Re=55-70 [14]. At a higher Reynolds
number of Re>200, the flow shows three-dimensional and turbu-
lent behaviors. For a flow over two aligned cylinders, the transi-
tion to turbulence decreases due to augmented characteristic
length, when two cylinders are very close to each other. This
suggests that the three-dimensional phenomena should emerge at
a high Reynolds number and small gap, namely, about Re > 100
and D*=D/d <0.4. Therefore, the two-dimensionality assumption
would be an acceptable starting attempt for a numerical study of
the wake behind two side-by-side cylinders at a low Reynolds
number [22].

When the system size shrinks down to the nanoscale, the flow
behavior is affected by the dynamics information and the structure
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of discrete particles. The molecular dynamics (MD) simulation is
one of the most effective and powerful methodologies to describe
the details of the hydrodynamics of flow at the nanolevel based on
the statistical mechanics of nonequilibrium fluid. The advantages
of molecular dynamics simulation over continuum hydrodynamics
studies is that no artificial assumption, such as initial perturbation,
is used. It also enables the study of the real source of instability
originated from the motion of particles or fluctuations in atomic
scale. Moreover, in the classical continuum theory, the transport
coefficients are considered to be time and space independent. In
MD, they are treated to be a function of time and space. This will
affect the physical properties and the hydrodynamics of the nanos-
cale flows. Many fundamental nano- and microfluid flow prob-
lems, which might be extremely difficult in experimental studies,
can be investigated by means of molecular dynamics.

Rapaport and Clementi [ 14] studied the evolution of eddies in a
two-dimensional flow over a circular cylinder, which was further
developed by Rapaport [15]. Liquid argon was used with Week-
Chandler-Anderson (WCA) potential. No solid atoms were con-
sidered for the construction of the cylinder. In their model, the
obstacle was treated as an internal boundary exposing the fluid
atoms with slip condition. The development of a vortex behind the
cylinder wake in time was investigated. Their results indicated
that continuum hydrodynamics is applicable for the length scale
as small as a few hundred nanometers.

The Rayleigh-Taylor phenomenon for a two-dimensional model
of a Lennard-Jones molecular liquid was studied by Alda et al.
[18]. The development of hydrodynamics instabilities was ob-
served from two layers of fluid with different particle size and
mass. The atomic unit mass of the heavier fluid was twice that of
the lighter. They observed a fingering type of instability as a result
of oscillations caused by the gravitational field. For equally mixed
particles, a spontaneous “fluctuation driven” mixing with a long
start-up time was observed. Although the development of the in-
stability depends strongly on the different sizes of particles, it can
be influenced by the mass ratio and the thickness of respective
layers. The authors concluded that the initial perturbations gener-
ated at the microscale can be propagated into the macroscale.

This phenomenon was further investigated by Dzwinel et al.
[16] using a 2D molecular dynamics simulation. It was noticed
that the microscopic bubble-and-spikes stage of the mixing pro-
cess is similar to that of the macroscale. The constant of mixing
layer growth estimated from MD simulation was approximately
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the same as that of the 2D simulation of the macroscale using the
Navier-Stokes equations. In the closed particle system, the value
of this constant remained stable with the change of the physical
conditions, as observed at the macroscale. In the open particle
system with a free surface, the value of the growth constant was
20% higher and reached the value of 0.07, which was the same as
that of the experimental data.

The growth and decay of Taylor vortices in a fluid (p=0.5)
confined between two concentric cylinders was studied using mo-
lecular dynamics by Hirshfeld and Rapaport [17]. The width of
the annular region was on the order of 25 atomic diameters. The
results indicated that the overall behavior of this microscopic sys-
tem agrees with the macroscale experimental results.

Meiburg [23] compared the molecular dynamics method and
the direct simulation of Monte Carlo (DSMC) in terms of their
capability of simulating vorticity distribution. Gas flow over a flat
plate at 45 deg incidence was simulated. Apart from statistical
scatter, the result from both methods agreed quite well, provided
that the dimension perpendicular to the plate of the cell in the
DSMC simulation was small enough. A Strouhal number of 0.25
was reported which seemed too high for a Reynolds number as
low as 78 when compared to experimental results for incompress-
ible flows. The author believes that this discrepancy lies in the fact
that the channel is fairly narrow, thus causing a strong acceleration
of the flow above and below the plate, which, in turn, leads to the
separation of the vortices before they reach full size. The results
of both methods for the Rayleigh-Stokes problem were satisfac-
tory. The DSMC did not show any periodic vortex shedding,
whereas, as mentioned above, the MD simulation resulted in a
vortex street. The difference was attributed to the loss of angular
momentum on the particle level during the process of carrying out
the collisions.

Even though there is no MD simulation directly addressing the
calculation of drag and lift forces for molecular liquid flows, the
kinetic theory of these forces for rarefied gas flows has been de-
scribed by Beijeren and Dorfman [24,25]. Using the Boltzmann
equation, they have derived the Stokes-Boussinesq form of equa-
tion for the frequency-dependent force on a sphere [24]. In their
later work [25], they found Lamb’s formula for the forces on a
cylinder. The topic was further investigated by Dorfman et al.
[26]. It was noted that for molecular gas flows, the drag force on
the cylinders depends logarithmically on the inverse of the Knud-
sen number.

Because of the roughness effects, the microscopic behavior of
nanoflows may be more complicated than thought. The influence
of surface roughness is more pronounced because of the signifi-
cantly high ratio of surface to volume in the nanoscale devices.
Note that other factors, such as type of intermolecular interac-
tions, especially fluid-solid interactions, and also physicochemical
properties play an important role in nanoflows.

The focus of the present work is to study the effect of the
external surface roughness on the hydrodynamics of flow, espe-
cially drag and lift forces. The molecular dynamics method is
employed to investigate the influence of surface roughness ampli-
tude, topology, and periodicity on the drag and lift coefficients.
Also, the dependence of these forces on the cylinders’ gap will be
examined. To the best knowledge of the authors, this is the first
study of its kind at the nanoscale level. In Sec. 2, the simulation
approach is outlined, followed by the presentation of the results
for the smooth models, the effect of other parameters as men-
tioned above and then the concluding remarks.

2 Simulation Approach

In a molecular dynamics simulation, a given number of atoms
or molecules are positioned into a defined control volume. The
construction of the initial configurations depends on the problem
under consideration. For instance, the initial positions can be ran-
domly distributed with overlaps avoided, or prescribed explicitly.
It is customary to use lattice structures for the initial positions to
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avoid any overlap and computational errors. Similarly, the initial-
ization of the particles’ velocity depends on the problem. The
initial velocities can be assigned randomly or based on the
Maxwell-Boltzmann distribution at a specified temperature. With
their individual positions and velocities subjected to certain
boundary conditions and to the classical law of mechanics, i.e.,
Newton’s equation, the particles start moving and bumping each
other. The particles’ new trajectories are updated according to
their current velocities and also the forces exerted on them. Very
small time steps, on the order of a few femtoseconds, are used to
integrate the equations of motion. The calculations are usually
performed for, at the most, a few hundred nanoseconds. When the
particles approach the boundaries of the system, different treat-
ments may be applied based on the physics of a problem. For the
hard sphere model, the atoms can be specularly reflected, corre-
sponding to a symmetric boundary condition. The alternative
treatment is diffusive reflection of particles, which mimics a rigid
wall. It is also possible to apply an accommodation coefficient,
which takes into account to what extent particle’s postcollision
velocity depends on its previous history.

The molecular dynamics has the advantage of being a grid-free
method. This enables the treatment of relatively complicated con-
figuration, since, in principle, the only requirement to be satisfied
is the geometry of the control volume or of a body in the flow.
Therefore, it is easily feasible to model flow in and over complex
objects as long as they can be composed of basic geometries [1].

The leap-frog algorithm is used to solve the equations of mo-
tion. The computationally demanding part in MD simulation is the
calculation of forces among particles. A linked-list and cell sub-
division approach proposed by Rapaport [27] is employed to ac-
celerate the process of intermolecular force calculations. The
linked list associates a pointer with a data item to provide a non-
sequential path through the data. In the cell subdivision method-
ology, linked list associates atoms with their residing cells at any
given instance. A one-dimensional array is required to store the
list. This algorithm facilitates the search of neighboring molecules
more efficiently and helps to reduce the order of calculation from
O(N?) to O(N), where N is the number of particles [28]. The flow
is externally surrounded by periodic boundary conditions both in
the x and y directions.

As mentioned in the introduction, two-dimensional modeling is
a valid assumption for a flow over two cylinders with Re<<100
and D/d=0.4. Therefore, a two-dimensional system with a total
number of 3 X 10 particles is studied. Liquid argon with Lennard-
Jones potential at a density of p=0.8 (number density, particles/
unit area) is simulated. Both fluid-fluid and fluid-solid interaction
were considered to be based on 12-6 Lennard-Jones potential,
which was cut off at r.=2.5,

v,-,-<r>=4s[(§)u— (2)6] (1)

where o is the molecular diameter, ¢ is the strength of interaction,
and r is the distance between a pair of atoms.

Two cylinders, with diameters of d=89.44 (molecular units),
were placed at a distance D from each other in a vertical line (see
Fig. 1). The diameter is small enough, relative to the width of the
simulation box, to avoid any excessive velocities on the sides of
cylinders. The nondimensional gap between two cylinders is D"
=D/d=2.5. The dimensions of periodic simulation box enclosing
the fluid are set to a=704.36 and b=559.01 (molecular units). At
the entrance and exit of simulation regions, at every 40 time steps,
the x and y velocity components of atoms are scaled to a desired
temperature (7=1.0). Moreover, a constant velocity of 1.0 is
added to x component of velocity to force the flow in x direction.
This controls the temperature of system and drives the flow in x
direction. It is necessary to mention that the alternative method
could be the application of a constant external force on the system
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Fig. 1 Schematic of cylinders: (a) parameters and (b) a small
molecular model with 2860 atoms at =20

which is commonly used in molecular dynamics studies [27]. The
simulation was performed for 4 X 107 time steps corresponding to
4.3 ns.

The code is composed of three subsections. In the first part, the
initialization is performed. The second part, which is the main
core of the code, is devoted to the force calculation and the inte-
gration of governing equations. In the last section, the statistical
mechanics is employed to compute the desired flow parameters
from the trajectories of individual molecules. A simulation run of
a typical model with 3.04216 X 10° molecules takes ~151 hr on a
Pentium IV with a CPU of 2.26 GHz.

Obviously, it is more desirable to use three-dimensional mo-
lecular dynamics simulation to capture all the physics of problem.
For a 3D model, a hundred folds molecules, order of 10”7 mol-
ecules, are required to generate rich patterns for analysis. Such a
kind of model will be computationally demanding and supercom-
puters must be used.

The grid methodology was employed to record the flow prop-
erties. The total of 90 X 75 grids (bins) were used for the sampling
and averaging of interested properties. The results were averaged
over at every 100 time steps and recorded in output files at every
4000 steps.

Reduced molecular units (dimensionless units) are used in the
MD simulation. The molecular mass (m) and diameter (o) of lig-
uid argon are used as unit of mass and length, respectively. The €,

Journal of Fluids Engineering

Table 1 Molecular units

Quantity Unit Equivalent in cgs (for argon)
Length o 3.405X 1078 cm

Mass M 6.634 X 1072 gr

Energy e 1.657 X 1071 erg

Time r=o\mle 2.16Xx107"% s

Velocity olr=\e/m 1.58 % 10* cm/s

Number density o3 4.206 % 1072 mole/cm?
Force ela 4.866 X 1077 dyne

Viscosity o em 9.043 X 107 poise
Temperature elkg® 120 K

g is the Boltzmann constant

which is the strength of interaction for Lennard-Jones potential, is
considered as unit of energy. Table 1 gives detail of the units and
their equivalent in the cgs system.

3 Obstacles and Surface Roughness

The surface roughness is an important identifying factor on the
condition of fluid at the solid interface. It has been proven to
influence the slip condition in the internal micro- and nanochannel
flows. Molecular dynamics studies shows that the no-slip condi-
tion can be achieved for a wall with very low or even zero ad-
sorption. As far as external flows at the nanoscale concerned, no
previous attempt has been made to study the role of surface ir-
regularities on the drag and lift forces. The surface roughness can
be modeled using a random distribution of solid molecules on the
surface. Although this would be the case in the real surface struc-
ture, it is easier to consider a roughness with a specified pattern in
terms of width, amplitude (A) and periodicity. In the current study,
roughness with three general forms of rectangular, triangular, and
random patterns are considered (see Fig. 2). The roughness ele-
ments are modeled as an external protrusion placed on the surface
of the cylinders. The roughness molecules are treated the same as
the cylinders’ molecules. Both cylinder and roughness molecules
are called solid molecules hereafter.

The cylinders are assumed to be long enough to allow the prob-
lem to be treated as a two-dimensional model. The structure of
cylinders and surface roughness are represented by the solid mol-
ecules identical to that of fluid molecules for simplicity. Each
solid atom is anchored to its lattice site by a linear Hookean
spring. This allows the solid atoms to oscillate about their equi-
librium positions, which mimics the real solid structure. The
Hookean spring force on the solid atoms is based on

F=—k(r;—r{9) (2)

where {7 is the equilibrium position of atoms. The spring constant
was set to K=150 [29]. A cutoff was applied for the vibration of
solid atoms. This insures that the solid atoms are vibrating, rather
than moving away from their positions. The Lindemann criterion
for the melting of solid has been examined in the simulation. The
present MD modeling does not violate this criterion, which means
that the obstacles will not lose their solid state during the simula-
tion if [30]
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Fig. 2 Schematic of various surface roughness models
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Fig. 3 Velocity vectors for smooth model D'=2.5, Re=74.5 (d)
t=2000

2
0=M<0.15 (3)

min
where 6 is called Lindemann ratio, ((Ar)?) is mean-square dis-
placement of atoms and d;, is the nearest-neighbor distance.

4 Results and Discussion

In the conventional macroscale systems of two side-by-side cyl-
inders, the flow characterized by mutual interaction between two
single-cylinder wakes is governed by a nondimensional param-
eter; Reynolds number, Re=ud/v, and nondimensional gap, D"
=D/d, where u is the freestream velocity, d is the cylinder diam-
eter, v is the kinematic viscosity, and D is the center-to-center
distance between two cylinders. It is well established that for D"
=5, the mutual interference between two wakes disappears and
two independent single-cylinder wakes are observed [22]. There-
fore, in the current study the value of D" is kept at <5.

The code was verified by producing the published data. For this
purpose, the vortex shedding behind a single cylinder studied by
Rapaport [27] was duplicated. The wake formation behind a
single cylinder was attempted elsewhere [31] to study the effect of
surface roughness. The surface roughness was produced by the
deviation of the cylinder molecules from the perimeter of the
circle. It was found that when the amplitude of surface roughness
is only a few percent of molecular diameter, maximum 50%, it
does not have any significant influence on the stability of flow.
Therefore, surface roughness with higher amplitudes should be
investigated. For this purpose, the surface roughness as an exter-
nal protrusion is presented in the current work.

It would have been very useful if we were able to presents the
results of the simulation as movies of vortex shedding or albums
of the images. Since this is not feasible, the flow patterns, velocity
vectors, are presented along with some graphs for interested pa-
rameters.

4.1 Smooth Cylinders. The Stokes flow around cylinders can
be observed at the start of simulation. The flow separation hap-
pens at r=100, and a wake forms behind cylinders. Then, a pair of
counterrotating eddies appear at the downstream of cylinders. The
vortices are visible at t=500 and become stronger as the time of
simulation is preceded. Even though the flow reaches to a quasi-
steady-state condition after about r=1500, the formation of vorti-
ces at the downstream of cylinders continues. The vortices behind
cylinders at r=2000 are fully visible (Fig. 3). Note that this graph
shows only the vortex shedding behind the cylinders; larger do-
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Fig. 4 Drag and lift coefficients for smooth model

mains are required to allow the vortex street to be visible.

The Reynolds number can be calculated based on the flow pa-
rameters and cylinders’ diameters. For the current simulation, the
velocity of the flow and the diameter of cylinders are #=0.98 and
d=89.44, respectively. The kinematic viscosity,v=u/p, is avail-
able from previous two-dimensional molecular dynamics studies,
v=1.2 [15,32]. These will give Re=74.5.

4.1.1 Drag and Lift Forces. The drag coefficient is defined as
the ratio of drag force to dynamics force. Assuming an incom-
pressible flow over a cylinder, it can be calculated from the fol-
lowing equation:

F

Cy= l_d 4)
)
> pdu
where F; is the drag force, p is the fluid density, d is the diameter
of cylinder, and u is the freestream flow velocity. For two-
dimensional model, Eq. (4) gives the drag coefficient per unit
length of the cylinders. The drag force is directly calculated from
the forces exerted on the cylinders’ particles by fluid particles. It is
the summation of forces applied on the solid molecules by the
fluid molecules in the x direction. Similarly, the lift coefficient, C;,
can be calculated; the lift force, F;, would be the total forces
applied on the cylinders’ molecules by the fluid molecules in the y
direction.

Figure 4 shows the statistically averaged drag and lift coeffi-
cients versus time for smooth cylinders. Drag coefficients for both
cylinders have a sharp drop at the start of simulation, which is due
to relaxation from initial configuration. The same value of C, is
obtained for the top and bottom cylinders. It reaches a value of
6.00 at the steady-state condition. Unlike the drag forces, no sig-
nificant drop was observed in lift forces at the start of simulation.
This is due to the fact that the flow was forced in the x direction
rather than the y direction. The lift coefficients differ for the top
and bottom cylinders, as they should. For the top cylinder, C; was
found to be 0.60, whereas, a value of —0.56 was obtained for the
bottom cylinder. The difference in C; can be attributed to the
interaction of flow between two cylinders.

4.2 Effect of Roughness Amplitude. As mentioned earlier,
the surface roughness was modeled by the external protrusions of
the atomic structures on the surface of the cylinders, with random,
rectangular, and triangular geometries. Triangular and rectangular
rough elements were constructed on the surface with a specified
width, amplitude, and periodicity. Table 2 lists the details of tri-
angular roughness models. The same width and amplitude are
used for rectangular models. Note that for the last model, model
with A=3.4 nm, the roughness amplitude is comparatively high.
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Table 2 Surface roughness specifications

Model Amplitude (nm) Width (nm)
1 0 (smooth) 0
2 1.36 2.38
3 2.38 4.42
4 3.40 6.46

Therefore, this model can be considered as a model with distorted
cylinders than cylinders with rough surface. Simulations were per-
formed for various roughness amplitudes using triangular rough-
ness model.

The results indicate that when the surface structure is changed
from smooth to rough, it affects the stability of the flow. Even
though, this might not be that significant in terms of the flow
patterns, it has a significant effect on the drag and lift forces.

The drag and lift coefficients for the rough model with the
amplitude of 3.4 nm have been depicted in Fig. 5. The trend of
graphs is the same for all models. However, the drag coefficient
for the top and bottom cylinder increases from 6.00 on the smooth
model to 7.60 on the rough model. The value of lift coefficient for
the top and bottom cylinders was found to be 0.83 and —0.80,
respectively. The changes in these coefficients indicate that the
surface roughness is an important factor influencing the hydrody-
namics of flow. It should be mentioned that the base diameters of
the cylinders are used to calculate the force coefficients of the
rough models.

Figure 6 presents the vortex formed behind cylinders with the
surface roughness of A=3.4 nm at r=2000. For a rough model,
the deviation from the Stokes flow is visible even at the start of
simulation, r=20. The flow separation happens at =100, and later
at t=500, the vortices appear behind the cylinders. The vortices
become stronger as the simulation is performed for longer times.
As it can be seen, the surface roughness does not show a signifi-
cant influence on the flow pattern behind the cylinders.

Figure 7 presents the variations of the drag and lift coefficients
versus the roughness amplitude. The magnitude of the drag coef-
ficient shows a considerable increase as the surface pattern is
changed from smooth to rough. However, the variations of lift
coefficients are not that significant. A very small increase was
observed for the lift coefficient of the top cylinder, and a slight
decline was noted for the bottom cylinder as the amplitude of
roughness was increased.

4.3 Roughness Topology and Periodicity. In his review of
flow over circular cylinder, Zdravkovich [33] has listed the vari-
ous types of surface roughness. Although, in practice, the rough-
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Fig. 5 Drag and lift coefficients for triangular roughness with
A=3.4 nm
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Fig. 6 Velocity vectors for rough model with A=3.4 nm and
D'=2.5, Re=74.5, t=2000

ness does not have any specific type of geometry and its topology
can vary randomly, for simplicity, we study certain type of topolo-
gies with known geometry. The triangular roughness elements
were used in all previous sections. For comparison, rectangular
roughening elements as well as random patterns are adopted. Fig-
ure 8 shows the drag and lift coefficients for three types of rect-
angular, triangular, and random elements. The results indicate that
the roughness texture is an important parameter that can change
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Fig. 7 Drag and lift coefficients versus roughness amplitude
for a triangular roughness model, A=0 nm correspond to
smooth surface
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the magnitude of force exerted on the cylinders by the fluid. The
drag force on the top cylinder (Fig. 8(a)), with a value that is the
same as that of the bottom cylinder, increases from 6.87 on the
triangular model to 7.68 on the rectangular model. The change of
C, is significant considering the fact that all roughness models
have the same amplitude. As it can be seen, the drag coefficient
for the random models lies within that of the rectangular and
triangular models. The variation of lift coefficients for the top and
bottom cylinders is illustrated in Fig. 8(b). The results show a
noticeable difference between the rectangular and triangular
models.

The periodicity (number of rough elements on the perimeter of
cylinder) of rough arrays is the other parameter that might be
important to study. Simulations with various numbers of triangu-
lar elements were performed. Figure 9 depicts cylinders with dif-
ferent numbers of rough elements. Four models with 4, 6, 8, and
12 rough arrays were considered. The variation of drag and lift
coefficients for all four models has been presented in Fig. 10.
Increasing the number of the roughening elements on the surface
of cylinders resulted in increasing of drag force on the top cylin-
der (Fig. 10(a)). Note that the same drag forces are obtained for
the bottom cylinder. Even though no significant change of C, is
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Fig. 9 Cylinders with various rough elements (from 4 to 12),
triangular rough elements
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Fig. 10 Effect of the number of roughness elements on drag
and lift coefficients for triangular rough elements A=2.38 nm

observed for models with 4 and 6 elements, the change in drag
force is clearly visible for model with 8 arrays and especially 12
arrays. As far as the variations of the lift coefficient are concerned,
for the top cylinder, C; increases as the surface is covered with
more rough elements. On the bottom cylinder, the magnitude of
lift coefficient also increases, although for the case with 12 ele-
ments the lift force does not exceed that of model with 8 elements
until 7=1500. This can be partially attributed to the influence of
the fluctuation of the vortices behind the cylinders, which affects
the force applied on the bottom cylinder. The results shows that C,
increases from (.73 to 0.86 on the top cylinder and the variation
of lift on the bottom cylinder is found to be from —0.71 to —0.96.

4.4 Comparison of Results. Even though continuum equa-
tion might not be valid at the nanoscale, a comparison is made
between the results obtained from molecular dynamics and mo-
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Fig. 11 Local velocity behind cylinders for smooth model

mentum conservation. The drag force on a cylinder can be deter-
mined using the velocity profile in the wake and the conservation
of linear momentum [34]. The linear momentum conservation
gives the drag force as follows:

Fszbfu(Um—u)dy (5)

where b is the width of region, p is the density of fluid, u is the
velocity of fluid behind cylinders, and U, is the freestream
velocity.

Figure 11 shows the local velocity profile behind the cylinders.
Using the velocity profile, the drag force and the drag coefficients
can be calculated. Table 3 summarizes the results for a few mod-
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Table 3 Drag coefficient from MD and momentum equation

A (nm) MD results Momentum results Difference %

Smooth 6.06 4.30 29 %
1.36 6.38 4.76 25 %
2.38 6.87 498 27 %
3.40 7.57 5.50 27 %

els both from molecular dynamics simulation and momentum
equation. The difference between the results of two methodologies
ranges from 25% to 29%. This discrepancy is partially attributed
to the inaccuracy of continuum approach for the nanoscale flows.

4.5 Effect of Gap Between Cylinders. It is well known that
the size of the gap between cylinders can influence the behavior of
the flow around cylinders. In the side-by-side arrangement, the
flow behind two cylinders can be divided into three regions [35].
When the spacing between cylinders is small, 1<D"=D/d<1.2,
a single vortex street appears at downstream and the two cylinders
behave as a single bluff body. When the gap between two cylin-
ders is in the range of 1.2<D"<2.2, narrow and wide wakes will
form, separated by a biased flow through the gap. It has been
noted that the biased flow is bistable; the narrow and wide wakes
can intermittently interchange between the two cylinders, and the
frequency of vortex shedding is found to be different in the two
wakes. As the spacing is further increased, both vortices shed
behind the cylinders have the same frequency, but they are
coupled in an out-of-phase mode. The vortices are simultaneously
formed and shed on the gap side and then simultaneously on the
outer side. The coupling gradually decreases and vanishes beyond
D">4. Eventually the two vortices are decoupled when D*>5
[35]. The gap spacing not only affects the vortex dynamic, but it
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Fig. 12 Effect of gap spacing on the drag and lift coefficients for triangular model A=2.38 nm
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also influences the forces applied on cylinders. In all previous
simulations, the gap between two cylinders was fixed at 2.5. In
this section, the D™ will be varied from 1.5 to 4.0 and its effect on
the drag and lift coefficients will be investigated.

Figure 12 presents the drag and lift coefficients for various gap
sizes. As shown in Fig. 12(a), the drag coefficient for the top
cylinder has a small variation when the D" changes between 2.0
and 4.0. For the model with D*=1.5, the increase of drag force is
clearly visible. On the bottom cylinder, the drag coefficient shows
similar behavior with the variation of gap spacing, except for the
case with D"=1.5 (Fig. 12(b)). In this case, the drag coefficient
unexpectedly drops below to that of other models at #=1300. This
indicates that the structure of vortices around the bottom cylinder,
especially in the flow direction, is highly affected when the dis-
tance between cylinders becomes as small as 1.5. For the lift
coefficients, Figs. 12(c) and 12(d), the results again shows a no-
ticeable change for the case with D*=1.5. All of these signify the
fact that decreasing the space between cylinders from 2.0 to 1.5
significantly changes the flow behavior.

5 Conclusion

The flow over a pair of circular cylinders with rough surface
was studied using molecular dynamics simulation of the Lennard-
Jones atoms. The system was bounded by periodic boundary con-
ditions, and the flow was driven by rescaling the velocity of par-
ticles in the x-direction at the inlet and exit. The roughness texture
was modeled by placing atoms on the surface of the cylinders
with specified patterns and dimensions. The results indicate that
the surface roughness on the order of a few nanometers can influ-
ence the drag and lift coefficients. As the surface structure
changes from smooth to rough, all of the force coefficients are
increased. The topology of roughness is the other factor that in-
fluences the drag and lift forces. Also, the gap between cylinders
significantly affects the forces on the cylinders, especially the lift
forces. The comparison of continuum and molecular dynamics
results for the drag coefficient shows a 25-30 % difference. This
discrepancy is partially due to the fact that the Navier-Stokes
equations are not valid at the nanoscale.
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A mathematical model describing the hydrodynamics of the flow within a disengaged wet

transmission clutch is presented. The primary improvement of this model over the existing
ones is the inclusion of the surface tension effect, which is expressed in the pressure
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Introduction

Reduction of parasitic loss in disengaged wet clutches is the
focus of today’s automatic transmission design because it is one of
the potential areas where improvements can be made to increase
transmission efficiency. This requires a good understanding of the
physical phenomenon and drag characteristics of open wet
clutches. However, a search of the literature reveals that a model
that can provide predictions of engineering-level accuracy does
not exist, although quite a large amount of work has been done in
this area.

In 1984, the governing equations for the turbulent flow in a
thrust bearing subject to centrifugal effect were presented by
Hashimoto et al. [1]. These equations describe the flow between
two adjacent flat rotating plates facing each other at an angle.
Although this work is not directly applicable to clutches, it laid
down a framework on which some subsequent clutch models were
developed.

In a paper more specifically addressing the drag losses of wet
clutches and brakes, Kato et al. [2] utilized Hashimoto’s equations
to derive the following equations that describe the pressure distri-
bution and drag torque in the oil film between clutch plates:

pQ, pw’ I
P(r)=P(rp) + —27rr,,,h3NG,(r2 -r)- > (3 2)<f+ Z) (1)
r er.%
T=2mN P (1+0.0012 Re®**dr (2)

However, Kato’s equations fall short in predicting the pressure
distribution and drag torque accurately, evidenced by the compari-
son shown in their publication. In fact, there are significant dis-
crepancies between the calculated and experimental drag torques.
There are two major shortcomings in their model. The first is that
the cavitation is considered to be the only reason for the deficit of
the oil film, and it starts from the inner radius. This is generally
not true when the clutch speed is below 4000 rpm in a regular wet
friction clutch of automatic transmissions for passenger cars be-
cause the pressure in the clutch can barely go low enough for
cavitation to take place. In fact, some observations have shown
that the deficit of the oil film starts from the outer radius. This is
likely the reason that the torque peaks at a higher clutch speed
than the experimental data. The second drawback is that the domi-
nant factor in the dynamic equilibrium of the oil film, surface
tension, is not addressed at all in their model.
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equation as an additional term. The drag torque predicted by the model correlates well
with the test data for nongrooved clutch packs. The significance of the surface tension in
this type of flows is discussed as well. [DOI: 10.1115/1.2427088]

In a more recent publication, the effects of various design fac-
tors, such as facing area, wave height, number of grooves, and
flow rate, are studied and the following theoretical drag torque
equation is presented by Kitabayashi et al. [3]:

2 2y 2
B Nu(r; — ri)wr,

h 3)

Obviously, Eq. (3) can only represent the rising portion of a typi-
cal drag torque curve in the low-speed region. Refer to the test
data in Figs. 6-9 for examples of the torque curves.

From the above review of the previous work, it is clear that the
effect of capillary and surface tension forces in retaining the oil
film in clutch clearances has not been revealed yet to date. The
objective of this work is to introduce this important term into the
pressure equation, to evaluate the effect of this factor on the
torque prediction, and to validate the theory through comparison
to available test data.

Theoretical Analysis

For the steady-state, incompressible oil film between non-
grooved open clutch plates operating in turbulent regime subject
to centrifugal effect, the governing equation can be expressed as

(1]

—_— = — 4 — 4

r ar 0z “
19 ITy.

__ Lo i )
rdd oz

1a(rV,) 14V, v,
—— -+
rdf oz

A typical gear-shifting clutch is shown in Fig. 1. These types of
clutches usually operate in a near atmospheric environment, with
minimal differential pressure between the inlet (inner diameter)
and outlet (outer diameter). The oil motion in the radial direction
between the plates is essentially driven by the centrifugal force,
whereas the viscous and surface tension forces tend to resist this
motion.

The importance of surface tension force with respect to viscous
and hydrodynamic forces can be characterized by such dimension-
less quantities as the capillary number Ca and the Weber number
We, along with the Reynolds number Re. The capillary number,
the ratio of viscous force to surface tension force, is defined as

r oJr =0 ©
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The Weber number is the ratio of hydrodynamic force to surface
tension force

pLV?

o

We (8)
When Re<1, the surface tension effects can be neglected if Ca
>1; when Re> 1, the surface tension effects can be neglected if
We> 1. To determine the relative importance of above-mentioned
forces, it is crucial to understand that these dimensionless quanti-
ties must be utilized in the right direction, i.e., radial, circumfer-
ential, or axial. Since the radial direction is of main interest in this
study in which the centrifugal force takes effect, the dimension-
less quantities have to be evaluated in radial direction as follows:

N
Re,= 2t ©)

o

%
Ca = (10)

g

and
phv?

We, = Er (11)

g

For example, looking at a typical situation below, the numbers do
not satisfy either of the above criteria. For a clutch pack of
0.1 mm clearance, 120 mmi.d., 140 mmo.d., 2.5X107° m3/s
flow rate per facing, Re,=0.75, Ca,=0.014, We,=0.010 at the
mean diameter at 93°C. Therefore, the surface tension effects
should not be neglected in this scenario.

In addition, the importance of surface tension depends on the
ratio of centrifugal force to surface tension force, i.e., Bond num-
ber, which is defined as

_ pwr(ry = ryh

Bo (12)

o
The surface tension effects can be neglected if Bo> 1. Using the
parameters in Eq. (12), at 2000 rpm of rotating speed, Bo
=0(10"). If the oil has dissolved air or other contamination in it,
with the resulted changes in its physical properties, Bo may well
drop into the range of O(10°). In this case, surface tension can no
longer be neglected.

334 / Vol. 129, MARCH 2007

The boundary conditions for these equations are
Vi(z=0)=V,(z=h)=0
Vy(z=0)=rw, Vyz=h)=0
V.(z=0)=V,(z=h)=0

According to Hashimoto et al. [1], integration of Egs. (4)—(6)
along the axial direction yields

(13)

h
—Bf V§d1=—ﬁ_ph+7rz(h)—7'rz(0) (14)
rJ, ar
0= 74,(h) — 74,(0) (15)
7 f”w 2 [ )0 e
ar\"), ) Tael ), )T

For the shear stress terms, we have the following approximation:

m
7-rz(h) - Trz(o) =- h_GrVrm (17)
M row
T@Z(h) - 7'02(0) = - h_c;6<V6m - ?) (18)
h
f Vodz = hVy, + frrwh (19)
0

1 ("
Vrm = _f Vr dz (20)

hJ,

1 h
ng= _f VHdZ (21)

hl,

0.885Re; > (Re;, = 500
_ € (Rey, ) (22)
0.09 (Re;, < 500)
where
h
Re, = 2 (23)
)73

The turbulence coefficients are related to the local Reynolds num-
ber by following expressions:

G, = 35(1+0.00069 Rej™) (24)
Gy= 75(1 +0.00069 Re)*°) (25)
Pz s fpror=L 4Ly, (26)
ro o hG,
ro
om = 7 (27)
n _op phtre’( 1
Vrmz__ r_p+p s f+_ Gr (28)
ar )% 4
Equation (28) can be rewritten as
ap )2 2 ( 1 )
—_ = V. 4+ + = 29
or thr om + pro’| f 4 (29)
The flow rate through each of the clearances of a clutch is
Q=27r,hV,, (30)

The shape or pattern of the oil film in the clutch depends on the
relative significance of centrifugal, viscous, and surface tension
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Fig. 2 Schematic of a partial oil film within a clutch

(a)

forces that the fluid is subject to. In the small clearance between
the friction and separator plates, the fluid should wet both surfaces
due to surface tension. At low rotating speed, the centrifugal force
is small and the radial velocity decreases as the fluid approaches
the outer radius to satisfy the condition of conservation of mass.
Thus, there exists a full oil film between the plates. As rotating
speed increases, the fluid starts to lose the “freedom” to slow
down as it approaches the outer radius since the centrifugal force
becomes dominant that drive the fluid outward. As a result, rivu-
lets of fluid develop between the plates in order to satisfy the
conservation of mass, as shown in Fig. 2(a). The fraction of wet-
ted area decreases as the fluid moves outward because the fluid is
accelerated in the radial direction by the centrifugal force.

To facilitate the inclusion of surface tension in the present
analysis, an equivalent radius assumption is introduced. This is the
outer radius of a hypothesized film, as shown in Fig. 2(b), for
which the resultant flow rate and total drag torque equals to that of
the original film (Fig. 2(a)).

Note in Eq. (30) the flow rate is evaluated at the mean radius r,,
located in the oil film where r; <r,,<r,. Substitution of Eq. (30)
into Eq. (29) and integration in radial direction from r to r within
the oil yield

j39

p(r)=p(r)=- W

(r ”1)+ (f"' )(” _”1)
(31

Let r be the outer radius of the oil film r,_, the equation becomes

p(}’”,) _P(”l) == 2 MQ

ar, G,

m

Joz-r
(32)

Because of the existence of surface tension at the interface be-
tween fluid and air, there is a pressure jump across the meniscus,
which exists along the interface except in the rivulets where the
fluid leaves the clutch. As an intrinsic inference from the above-
mentioned equivalent radius assumption, it is further assumed that
a meniscus exists along the continuous single interface of the
hypothesized film, with the geometrical parameters shown in Fig.
3. It is worth mentioning that this circular interface is not from
real-world observation, but an imaginary one that allows the fol-
lowing pressure distribution equations to be formulated. The pres-
sure jump is related to the curvatures of the interface by

2
pw 1
(ru rl) 2 (f 4

p(ra—) —P("o+) = O'(k9+ kz) (33)

Since kj is much smaller than k_, Eq. (33) can be approximated as

o 20 cos 0

R h (34)

plro) = plro) =ok.=—
Substituting Eq. (34) into Eq. (32) and rearranging, we have
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Fig. 3 Schematic of contact angle between the oil film and
clutch plate

nQ

p(ro) =plr) == m

(r,—rp) + 22 (f+ )( -

20 cos 6
- 35
. (35)
In most of the cases, the feeding pressure is approximately the
same as the exiting pressure of the clutch, i.e., p(r,,)=p(ry), Eq.
(35) can be used to find the flow rate when r, is known
ar,,h*G, 1
Q=——- pw2h<f+ —)(ri—r%)—4crcos0 (36)
/.L(}’() - rl) ! 4
If flow rate is known, then the outer radius r, of the oil film can be
solved from

pw <f+1> uQ . nQ r_20'cos€
"o 2 G, 2mr, G, h
2
pw 1
(- 7

Because of the conservation of mass, flow rate Q should be inde-
pendent of radial position. In real-world engineering practice, the
flow rate may be evaluated most conveniently at r=r. Note that
in this case, G, and f must be evaluated at the same radial position
since they could be a function of the radial position.
The shear stress on the rotating plate is [1]
wr

Tp(z=0) = “7(1 +0.0012 Re?™) (38)
Finally, the drag torque on each of the rotating plate then can be
expressed as follows:

To 3
T=277f ’“Zr (1+0.0012 Re?*)dr (39)
T

1

Validation of the Model

In order to validate the model described above, comparisons are
made between the model predictions and the available test data
[4]. The geometric parameters and test conditions are summarized
in Table 1. To better demonstrate the improvements of our model
over the existing models, the results from the models proposed by
Kato et al. [2] and Kitabayashi et al. [3] are examined as well.

Note that the fluid properties used in the test are unknown and
therefore have to be postulated to some extent. The density is
assumed to be the same as one type of transmission fluid at the
given temperature, and the viscosity is presumed so that the slopes
of the torque curves at the low-speed region match each other
between the test and model. The surface tension coefficient is
obtained by interpolation or extrapolation from the published data
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Table 1

Summary of geometric variables and test conditions for various test cases

| T h Q/facing T P " o
Case No. (mm (mm) (mm) (cm?/s) (°C) (kg/m?) (Pas) (N/m)
1 52.6 66.9 0.2 1.07 104 790.8 0.015 0.026
2 52.6 66.9 0.2 3.44 104 790.8 0.015 0.026
3 64.2 73.5 0.1 2.78 80 806.7 0.018 0.028
4 49.8 66.7 0.13 2.54 38 865.0 0.047 0.031

for automatic transmission fluid with foam inhibitor [5]. The con-
tact angle was assumed to be 0 deg, i.e., a convex meniscus.
Shown in Fig. 4 is the outer radius of the oil film predicted by
the new model, as a function of clutch speed. In cases 1 and 2,
with the clutch speed increasing from O rpm, there is a full oil film
in the clutch until the speed reaches 2000 rpm, where the outer
radius starts to drop sharply. At 3000 rpm, there is roughly only
half of the film remaining in the clutch. In case 3, the film outer
radius starts to decline at 2500 rpm, and there is less than a quar-
ter of the film remaining at 4000 rpm. Clearly, the speeds at which
film radius starts to decline correlate to the peaks in the torque
curves in Fig. 6. In other words, the decrease of drag torque after
it peaks is due to the shrinking film area. The outer radius pre-
dicted by Kato’s model is shown in Fig. 5. Although a full oil film
exists when clutch speed is low, the film starts to shrink at
500 rpm, 1000 rpm, and 2500 rpm for cases 1-3, respectively. In
addition, the oil film shrinks very quickly with speed, and disap-
pears completely within the next 500 rpm of increase in speed.
Figure 6 is the comparison of drag torques predicted by the
three models with the test data for case 1. Kitabayashi’s model
follows the slope of the initial portion of the torque curves in
low-speed region to some extent, but with considerable discrep-
ancies. Since the torque increases with speed monotonically in
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Fig. 4 Oil film outer radius predicted by new model
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Fig. 5 Oil film outer radius predicted by Kato’s model
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this model, this model can not predict anything in high speed
region beyond 2000 rpm with reasonable accuracy. On the other
hand, Kato’s model predicts that the drag torque begins to de-
crease with speed right from 500 rpm, which is not accurate at all
in terms of the magnitude of the peak and the speed at which the
torque peaks. On the contrary, the new model’s prediction is in a
good agreement with the test result in the range of clutch speed
from 500 rpm to 3000 rpm. In particular, both the peak torque
and the clutch speed at which the peak occurs are well predicted
with an error within 6%. Note that the torque peaks at 2000 rpm,
which correlates well with the speed at which the oil film starts to
shrink, as shown in Fig. 4.

Figure 7 is the results for case 2. Kitabayashi’s model yields an
excellent prediction in low-speed range, whereas Kato’s model
indicates a peak that is not only much smaller than the test result,
but also occurs at the much lower speed. The new model shows a
peak at 2000 rpm compared to 2500 rpm in test. The prediction
follows the test result fairly well, in general. Again, the predicted
peaking speed, 2000 rpm, is exactly the same as the onset point of
oil film shrinkage shown in Fig. 4.
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Fig. 6 Comparison of drag torque between model prediction
and test for case 1
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Fig. 7 Comparison of drag torque between model prediction
and test for case 2
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The results for case 3 are shown in Fig. 8. The prediction of
Kitabayashi’s model is close to the test result only in terms of
slope. Kato’s model gives a good prediction near the peak region,
but the agreement between the model and test results outside the
peak region is very poor. The new model is still the best among
the three models in terms of general agreement between the model
and the test results.

From the above comparisons made between the new model and
Kato’s model, it is clear that with surface tension effect accounted,
the predicted torque peak shifts toward higher speed. This is sim-
ply the most significant difference between these two models. Ob-
viously, the surface tension force acting on the oil film helps retain
oil film within the clutch plates as clutch speed increases.

Shown in Fig. 9 is the comparison between the new model
prediction and test result for case 4. As can be seen, the difference
in the peak drag between model prediction and test is within 10%.
Also, both torque curves peak at the same clutch speed, indicating
that the mechanism for film diminution with increased clutch
speed is well captured in the model.

It must be pointed out that errors remain large in some cases
between the new model and the test, typically for those speeds
beyond the peak region. Future work is needed to find out the
reasons for the discrepancies.

Conclusions

In an open clutch pack, the capillary force can be one to two
orders of magnitude larger than the hydrodynamic and viscous
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Fig. 9 Comparison of drag torque between model prediction
and test for case 4
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forces. As a result, the surface tension effect plays an important
role in maintaining the oil film within open clutch packs. This
effect was not accounted in any previous clutch models, which is
a critical reason for these models’ failure in predicting the drag
characteristics.

A mathematical model that incorporates the surface tension ef-
fects has been formulated. The drag torque predicted by the model
correlates well with the test data for non-grooved clutch packs in
terms of the peak and the clutch speed at peak. This makes it a
valuable tool in the engineering development and design of
clutches packs of low parasitic losses.

Nomenclature
Ca = capillary number
f = turbulence coefficient (a function of Reynolds
number)
G, = turbulence coefficient (a function of Reynolds
number)
Gy = turbulence coefficient (a function of Reynolds
number)
h = clearance
k = curvature
N = number of frictional surfaces
p = oil film pressure
r = radial coordinate
r; = inner radius
r, = outer radius
r, = radius where full oil film breaks due to cen-
trifugal effects
r, = average (effective) radius
Re = Reynolds number
Re;, = Reynolds number based on clutch clearance
(=pwrh/ )
O = order of magnitude
Q = flow rate through each clearance of the clutch
Q, = total flow rate through the clutch
T = torque
V,. = radial velocity component
V = velocity
We = Weber number
z = axial coordinate
Greek Symbols
p = oil viscosity
p = oil density
o = surface tension coefficient of fluid
6 = angular coordinate
7 = shear stress
o = angular velocity
Subscripts
m = mean value
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A Numerical Study of the Global
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The use of in-line static mixers has been widely advocated for an important variety of
applications, such as continuous mixing, heat and mass transfer processes, and chemical
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Introduction

Mixing is an essential component of nearly all industrial chemi-
cal processes, ranging from simple blending to complex multi-
phase reaction systems for which the reaction rate, yield, and se-
lectivity are highly dependent on the mixing performance.
Consequences of improper mixing include nonreproducible pro-
cessing conditions and lowered product quality, resulting in the
need for more elaborate downstream purification processes and
increased waste disposal costs. For successful mixing, there must
be bulk or convective flow so that stagnant regions do not exist
and there must also be regions of intensive or high shear mixing in
the flowfield.

Mixing can be achieved in a variety of ways, including me-
chanical agitation or by static mixers although mechanical agita-
tors are commonly used for batch mixing, static mixers are often
preferred for continuous mixing applications. Static mixers offer
several advantages. Their particular advantages are inline mixing,
low maintenance and operating costs, low space requirements, no
moving parts, low power consumption, good mixing at low shear
rates (locally high shear rates in agitators can damage sensitive
materials), fast product grade changes, simultaneous homogeniza-
tion of residence time behavior, and self-cleaning.

Generally, a static mixer consists of a number of equal station-
ary units, placed on the inside of a pipe or channel in order to
promote mixing of flowing fluid streams. The mixing elements or
segments, as one could imagine, appear to have been cut from a
long periodic structure. The purpose of the segments is to redis-
tribute fluid in the directions transverse to the direction of the
main flow, i.e., in the radial and tangential directions. A range of
designs exists for a wide range of specific applications. The shape
of the elements determines the character of the fluid motion and
thus determines the effectiveness of the mixer.

Static mixers became established in the process industries in the
1970s; however, the invention of static mixers goes back to the
nineteenth century. An English patent in 1874 describes a single
element, multilayer mixer used to mix air with a gaseous fuel [1].
Because of a very broad range of applications for static mixers, a
variety of segment designs are available. Currently, more than 30

lCorresp(mding;,r author.

Contributed by the Fluids Engineering Division of ASME for publication in the
JourNAL OF FLuiDs ENGINEERING. Manuscript received November 21, 2005; final
manuscript received August 21, 2006. Assoc. Editor: Paul Durbin. Paper presented at
the 2005 ASME International Mechanical Engineering Congress (IMECE2005), Or-
lando, Florida, USA, November 5-11, 2005.

338 / Vol. 129, MARCH 2007

Copyright © 2007 by ASME

performance; however, the required energy to maintain the flow across a SMX mixer is
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commercial models are available. The shape of the elements de-
termines the character of the fluid motion and thus determines the
effectiveness of the mixer. The effectiveness of a static mixer is a
function of the specific segment design and the number of ele-
ments, as well as the physical properties of the mixing materials
and the flow conditions.

Because of the industrial importance of static mixers, many
studies have been undertaken in an attempt to characterize their
performance. There are several key parameters in the design pro-
cedure of a static mixer. Some of the most important ones are the
degree of mixing of working fluids, pressure drop across the
mixer, and residence time distribution of fluid elements. An ideal
static mixer provides a highly mixed material with low pressure
drop and similar traveling history for all fluid elements. To choose
a static mixer for a given application or in order to design a new
static mixer, besides experimentation, it is possible to use power-
ful computational fluid dynamics (CFD) tools to study the perfor-
mance of static mixers.

Pressure drop across a static mixer was measured experimen-
tally [2-6], since this information is essential in order to correctly
size the pump feeding the static mixer. Mass transfer [7] and also
drop size distribution [8] in static mixers have also been studied
experimentally. A number of studies have considered heat transfer
in different static mixers [9—14].

Helical static mixers (Fig. 1, top), together with the SMX mix-
ers (Fig. 1, bottom), are the most common static mixers in the
industry. A helical static mixer consists of left- and right-twisting
helical elements placed at a right angle to each other. SMX mixer
is a multilayer design formed by layers of single plates with op-
posing orientation. The mixing elements of SMX static mixer con-
sist of crossed bars at a 45 deg angle with the axis of the pipe.
Each element is rotated 90 deg with respect to the previous ele-
ment. The SMX mixer in this study has five plates in each row.

For a given application, besides experimentation, the modern
approach to study the performance of static mixers is to use pow-
erful CFD tools. In recent years, significant progress has been
made in the characterization of fluid-mechanical mixing using La-
grangian tracking techniques [15-20]. The majority of the previ-
ous work on static mixers has focused on model flows that are
two-dimensional in space and periodic in time. A smaller set of
studies has considered simplified three-dimensional, spatially pe-
riodic flows, e.g., [15,16], where a simple, two-dimensional, ana-
Iytical approximation to the velocity field was developed. A fully
three-dimensional simulation can be employed to study the per-
formance of different static mixers in order to select a suitable
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Fig. 1

Top: Helical static mixer, Bottom: SMX mixer

mixer, to improve an existing model, or to design a new one.
Rauline et al. studied the performance of six different static mix-
ers (including SMX and helical mixers) using a commercial code
(PoLY3D) [21]. The fluid was Newtonian and the Reynolds number
for all cases was about 5X 107, using a computational grid with
about 19,000 cells [21].

The static mixers studied here are among the most common
industrial mixers: the helical static mixer (TAH, Robbinsville, NJ,
and Chemineer, Dayton, OH) and the SMX mixer (Sulzer, Win-
terthur, Switzerland). Both mixers’ geometrical parameters are
shown in Table 1. In order to compare the mixers properly, the
material thickness for both mixers are equal and taken to be
0.1 in. Also, mixers’ lengths (and diameters) are chosen to be the
same. Although, the ratio of the each segment length to the mixer
diameter is ~0.846 for helical mixers manufactured by TAH; and
in a standard Kenics mixer (Chemineer), the segment length is
1.5-2.5 times the mixer diameter. It is shown by Hobbs [22] that
the ratio of the each segment length to the mixer diameter for a
helical static mixer has no impact on the fluid mixing. However, a
more compact mixing element can improve the rate of heat trans-
fer in a helical static mixer [10].

In this paper, numerical techniques are applied to quantitatively
evaluate the performance of two common static mixers: Helical
and SMX. The fluid mixing (considering Newtonian as well as
non-Newtonian materials) and heat transfer enhancement by these
static mixers are studied and a comparison between their perfor-
mances is presented.

Analysis

For steady incompressible flow, the mass conservation and mo-
mentum equations are given by

au;
—=0 1
o, (1)
Nuu;) 0 aT;;
pﬁ_,__p:_lz_,_pgﬁ]:i ©)
ox; ox;  ox;

J J
In the absence of a gravitational body force and any external body
force, the two last terms on the right-hand side of Eq. (2) are zero.
The stress tensor 7; in Eq. (2) for incompressible steady flow is

given by

au; &u-)

— 7

T = + 3

Y M( dx;  Ix; ®)
Table 1 Static mixer dimensions (in inches)

Diameter (d) 1.0

Element length (L) 1.0

Thickness 0.1

Entrance length 2.0

Exit length 2.0

Journal of Fluids Engineering

The energy equation for steady incompressible flow is

dpu,E + J aT
u — _(K_ + ujTij> (4)
ox; ox; f
The total energy in Eq. (4) is
Eop_ P Mt (5)
p 2
For a pure material with no phase change, the enthalpy is given by
T
h= f ¢, dT (6)
0

For the material used in this study, value of density is assumed
1000 kg/m?3. The specific heat is set at 1000 J/kg K, and the vis-
cosity is set to 0.00127324 kg/ms. Three different values for
thermal conductivity are considered: 0.01, 0.1, and 1 W/m K.

For Newtonian fluids, viscosity depends only on temperature
and pressure; it is independent of the rate of shear. The flow curve
for Newtonian fluids is therefore a straight line of slope w, and the
single constant u completely characterizes the dynamic viscosity
of the fluid. For non-Newtonian fluids, viscosity becomes a func-
tion of the strain rate. A large portion of working fluids in industry
fall into the time-independent non-Newtonian fluids category. An
empirical functional relation known as the power law is widely
used to characterize fluids of this type. This relation was originally
proposed by Oswald [23] and has since been fully described by
Reiner [24]. The power-law model for the shear stress uses the
following equation for the viscosity:

p=relToy! @)

Another equation that is used to describe these fluids is called
the Carreau model. The Carreau model attempts to describe a
wide range of fluids by the establishment of a curve fit to piece
together functions for both Newtonian and non-Newtonian laws.
The Carreau model uses the following equation for the viscosity:

p= po+ (1o = p)[ 1+ (NeTToy)? )12 (8)

Details about different models for non-Newtonian viscosity can
be found in the literature, e.g., [25-27]. The less general (but more
commonly used) forms of Egs. (7) and (8) do not account for the
temperature effects on the behavior of non-Newtonian fluids,
which, respectively, are u=x7""! and =g+ (ug— o)1
+(N\)?]""12. Bird et al. presented an exponential function of time
in order to account for this phenomenon [28]. Kumar presented a
comprehensive review of the many scattered relationships de-
scribing the dependence of viscosity of both Newtonian and non-
Newtonian flow regimes on molecular weight, molecular weight
distribution, temperature, and chain branching [29].

If index n is set to 1 in Egs. (7) and (8), these equations reduce
to a viscosity relation for a Newtonian fluid. If index » is set to a
value of <1, these equations describe the viscosity of a shear-
thinning or pseudoplastic, non-Newtonian fluid (the apparent vis-
cosity decreases as the rate of shear increases). If index n is set to
a value greater than unity, the equations describe the viscosity of
a shear-thickening or dilatant, non-Newtonian fluid (the apparent
viscosity for these materials increases with increasing rates of
shear). The parameter \ is a constant with units of time, where
1/N\ is the critical shear rate at which viscosity begins to decrease.

Carreau and Kee reviewed more commonly used rheological
models [30]. They evaluated the models based on their ability to
simultaneously describe most of the rheological functions, such as
the non-Newtonian viscosity, the normal stress difference func-
tions, the components of the complex viscosity, stress growth, and
relaxation. They reported that the most successful equations ap-
pear to be the models obtained from molecular network consider-
ations, such as the Carreau model [30].
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Table 2 Mesh quality test results

1.000014
1.002937
1.000001-1.003000
1.000000-1.000001
1.000000-1.002990
<<0.000001
<0.000001

Maximum volume ratio
Maximum face ratio
Aspect ratio

Diagonal ratio

Edge ratio

Midangle skewness
Equal-size skewness

In this study, the Metzner-Reed generalized Reynolds number is
used for non-Newtonian cases, which was developed originally
for flow conditions that are truly laminar and where suspensions
are homogeneous. The Metzner-Reed generalized Reynolds num-
ber reflects flow behavior in the near-wall region. It refers to the
steady-state flow of non-Newtonian liquids in pipes and is based
on the nominal value of shear rate at the pipe wall equal to 8U/d

[31].
Numerical Simulation

Mesh Generation. An unstructured hexagonal mesh was gen-
erated to model two-element static mixers inside a pipe, using a
code developed by the authors. The geometry was modeled ex-
actly, with no simplifications.

Table 2 shows the results of different mesh quality tests per-
formed on the generated mesh used for the helical static mixer
case. Similar results were obtained for the other computational
grid used in this study. The generated computational grid is almost
a uniform orthogonal grid. Here, maximum volume ratio is the
ratio of the volume of the largest cell to the volume of the smallest
one. Maximum face ratio is the ratio of the largest face area to the
smallest face area. The aspect ratio is the maximum value of the
average lengths of the edges in three coordinate directions in a
cell to the minimum value of the average lengths of the edges in
three coordinate directions in that cell. The diagonal ratio is the
ratio of the longest diagonal to the shortest diagonal of a cell. The
edge ratio is the ratio of the longest edge to the shortest edge of a
cell. The midangle skewness is defined by the cosine of the mini-
mum angle formed between the bisectors of the cell faces and is
the maximum amount of the cosines of the three angles computed
from the face-bisecting lines of the cell. Finally, the equal-size
skewness is a measure of skewness, which is defined as follows:

V,,—-V
equal-size skewness = —a]v— 9)

where V,, is the maximum volume of an equilateral cell the cir-
cumscribing radius of which is identical to that of the mesh ele-
ment. Details about different computational mesh generation al-
gorithms and different mesh quality tests can be found in [32,33].

Flow and Heat Transfer Computation. The solver used in this
study is a commercial code (FLUENT). The solver is a segregated,
implicit, second-order upwind, finite volume scheme [25] that
computes in double precision. Using the segregated approach, the
governing equations are solved sequentially. To obtain second-
order accuracy, quantities at the cell faces are computed using a
multidimensional ~linear reconstruction approach [34,35].
Pressure-velocity coupling is achieved by using the SIMPLEC
(SIMPLE-CONSISTENT) algorithm [36].

Boundary Conditions. No-slip boundary conditions are ap-
plied to the solid surface of the static mixer and also at the wall of
the pipe. A constant mass flow rate is applied at the inlet and
outlet boundaries. (Since the fluid is incompressible, this bound-
ary condition is equivalent to the constant volumetric flow rate.)
Different Reynolds numbers for the flow inside the pipe are ob-
tained by varying the mass flow rate at the inlet boundary. For a
non-Newtonian fluid, mass flow rate can be related to the gener-
alized Reynolds number using
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It is mentioned that using large values for the diameter causes
the mass flow rate to increase significantly for a given flow Rey-
nolds number, when the power-law index decreases (Fig. 2). This
leads to a higher velocity magnitude in the flowfield and the in-
crease of pressure drop of the flow in pipe.

For cases including heat transfer, the fluid temperature at the
inlet is set to 300 K. The temperature of the pipe surface is set to
500 K. Two extreme limits for the value of thermal conductivity
of a material are zero and infinity; zero thermal conductivity can
be modeled by adiabatic conditions and infinite thermal conduc-
tivity can be modeled by constant temperature distribution in the
material (here, 500 K). These two boundary conditions on the
mixer surface model two extreme limits for the mixing element
and determine the two borders of the mixer effectiveness.

(10)

m = 1|

Numerical Solution Accuracy. The accuracy of the numerical
solutions should be analyzed before confidence in the predictive
ability of the numerical techniques can be justified. For the
present study of mixing under noncreeping flow conditions, there
is unfortunately an absence of sufficiently detailed and accurate
experimental data to undertake a complete validation of the nu-
merical results. However, the values of pressure drop across a
similar mixer, computed by using the same numerical approach,
are in good agreement with existing experimental data [37]. As for
verification, a detailed mesh convergence study has indicated that
the computational mesh employed in the present study is suffi-
ciently refined to provide good numerical resolution. From
941,726 to 1,007,024 computational cells were used to numeri-
cally determine the flowfield; the meshing interval size for all
cases is the same, the slight difference between the number of
cells is because of differences in mixers’ geometrical parameters.
The predicted pressure drop across mixer shows the most sensi-
tivity to the grid size for the case of Reynolds number of 100,
when the working fluid is non-Newtonian (n=0.60). For this case,
the predicted pressure drop by using a grid with 534,692 cells is
~8.4% less than pressure drop predicted by using a grid with
1,007,024 cells.

A study conducted using different numbers of particles for the
mixing analysis has shown that the results are independent of the
number of particles when a high number of particles, in this study
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about half a million, is employed. The use of an inadequate num-
ber of particles to analyze mixing gives the impression that a high
level of mixing has been achieved using a smaller number of
mixing elements [37]. As the number of particles is increased, the
presence of the striations associated with the mixing process be-
comes more evident.

Key Parameters in the Performance Study of a Mixer

Pressure Drop. The pressure drop across a static mixer has
been experimentally measured for Newtonian and non-Newtonian
fluids, and for laminar and turbulent flows. The measurements
were made because pressure drop is essential in order to correctly
size the extruder or pump, feeding the static mixer. Pressure drop
across the mixer indicates the energy required to maintain the
through flow. It also can be used to determine the static mixer
efficiency. Here, the pressure drop is measured based on the dif-
ference between the area weighted-averaged pressures in two flow
cross sections located at half-segment-length distances from the
leading edge of the first mixing element and the trailing edge of
the last mixing element. It is common to use a nondimensional
pressure drop, Z-factor, to characterize static mixers,

Pressure drop in a pipe with static mixer

= 11
Pressure drop in a pipe without static mixer (1
Heywood et al. [38] provided a review containing various func-

tional dependencies of the Z-factor on Reynolds number and their

theoretical basis.

Particle Tracking. To determine the efficiency of a mixer, it is
necessary to establish means by which the fluid mixing can be
gaged both qualitatively and quantitatively. In the present study,
this was achieved by calculating the trajectories of fluid particles
in the flowfield of the mixer. This method avoids the problem of
excessive numerical diffusion that is observed if the species con-
tinuity equations are solved [39].

For a steady laminar flow, the particle trajectories correspond to
streamlines. Therefore, trajectories are tracked by integrating the
vector equation of motion, using the numerically computed veloc-
ity field as input

dx;
— =y,
dt

Some care must be taken when integrating the equation that
describes particle motion in order to retain a sufficient degree of
accuracy. Preliminary tests have indicated that, although lower-
order schemes appear to provide acceptable results, they accentu-
ate the problem of lost particles; that is, particles that have certain
trajectories cause them to be trapped near a solid wall, where the
local velocity is zero, or completely exit the computational do-
main [39]. For the results presented in this paper, a fourth-order
Runge-Kutta integration algorithm with adaptive time-step-size
control was employed. In addition, to avoid problems near stag-
nation points, the numerical integration of the streamline equation
was performed using a fixed spatial increment rather than a fixed
time step. By this method, the trajectory of each fluid particle
released at flowfield inlet can be tracked and the particle locations
within different cross sections of the flowfield. The number of lost
particles is the most for the case of Re=100 and SMX mixer,
which is 9.4% of the particles that entered the flowfield. Figure 3
shows pathline of fluid element through a helical static mixer.

(12)

Residence Time Distribution. The residence time distribution
(RTD) is used to characterize the uniformity of the history of fluid
elements in the static mixer. A similar history for all fluid elements
in the flow is a desirable feature in order to provide the uniformity
of the product quality. This can be achieved by a narrow distribu-
tion of the residence times for chemical reactors. RTD for flows in
a static mixer has been studied experimentally [40] and numeri-
cally [41-43]. Here, the RTD for flow in a static mixer was cal-

Journal of Fluids Engineering

Fig. 3 Path line of one particle through a six-element helical
static mixer

culated by tracking ~55,000 uniformly spaced, zero-mass, zero-
volume particles initially located in the top half of the flowfield
inlet. For a steady flow, the particle trajectories correspond to
streamlines. Therefore, trajectories are tracked by integrating the
vector equation of motion, using the numerically computed veloc-
ity field as input (Eq. (12)).

The residence time of each particle was measured from the
point when the particle passed the cross-sectional plane of the
leading edge of the first mixing element to the point when the
particle crossed the cross-sectional plane of trailing edge of the
last mixing element. The measured residence time is nondimen-
sionalized by the residence time of a fluid particle traveling at the
bulk flow velocity in a pipe with no mixer. Given the value of the
nondimensionalized residence time (z*) for all fluid particles that
have passed the cross-sectional plane, the fraction of the volumet-
ric flow that has a residence time between ¢* and ¢*+dt" can be
calculated. This parameter is known as the distribution function,

J@).

Particles Distribution Uniformity. A common tool to study
the effectiveness of a mixer in of mixing of two fluids is intensity
of segregation [44]. Dispersive mixing, as well as distributive
mixing, can be characterized by the intensity of segregation
[45,46]. An alternative tool for measuring the degree of mixing
quantitatively is the particles distribution uniformity (PDU) [37].
First, assume that the cross section of the flow is divided into very
small plane sectors; also assume the flowfield cross section is
divided into equal angles by a large number of symmetry lines.
The PDU can be defined as

1 Ng—© 1 Nj—o
—) E pd, (i) (1 _17 E sz(i)>

PDU=|1-
2<1_L i=1 [ =1
N

(13)

where N; is the total number of plane sectors that the cross section
of the flow is divided into, N(; is the number of particles placed in
the ith sector, N, is the total number of symmetry lines, Nz (i) is
the number of particles on the left side of the ith symmetry line,
and the particles on the right side of this line is Nygn(i). pd; (i) is
particle distribution function of the first kind (i=1,...,N,), and
pd,(i) is particle distribution function of the second kind (i
=1,...,N,) [37]. The computational time needed to determine the
value of PDU for a given case, is almost half times the computa-
tional time which is needed to calculate the value of intensity of
segregation [47]. PDU varies from 0 to 1. For perfect mixing
situation, the PDU value is 1.0, otherwise it is <I1. A low PDU
value indicates poor mixing in the flow cross section.
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Table 3 Z-factors for two static mixers

Re Z-factor
Helical 0.1 7.60
1 7.61
10 7.82
100 13.34
SMX 0.1 49.47
1 49.49
10 49.99
100 58.12

Temperature Difference Ratio. Thermal processing by con-
ventional equipment with mechanically moving parts has several
shortcomings [48]. To decrease the temperature gradient of fluid
elements in a pipe, static mixers can be employed. Effectiveness
of static mixers can be estimated using a nondimensional ratio of
the temperature difference in fluid at a specific flow cross section
in a pipe containing a static mixer to that in an empty pipe of the
same diameter. If this ratio >1, the static mixer is not effective;
however, this situation does not actually occur in practice. The
smaller this ratio is, the more efficient the static mixer becomes.
When this ratio is zero at a flow crosssection, it means that in
there is no temperature difference in that cross section of the pipe
that contains a static mixer. When this ratio is 1, it means that
static mixer has no impact on temperature blending of fluid ele-
ments in the flow. Temperature difference ratio (TDR), in a given
flow cross section, is defined as [48]:

(Tmax - Tmin)pipe with mixer

(Tmax - Tmin)pipe without mixer

TDR is between O and 1. The higher TDR generally means that
the static mixer is more efficient. However, there is one specific
situation that the value of TDR is not sufficient enough to deter-
mine the mixer efficiency. Consider a case that TDR=1. For such
a case, there is no temperature gradient in the fluid inside the pipe
that contains a static mixer. It is possible that the temperature
gradient of fluid inside an empty pipe of the same diameter is also
very small or the temperature gradient might be significant. There-
fore, when TDR=1, it cannot provide information regarding the
performance of static mixer. In this situation, other parameters
rather than TDR should be considered in order to evaluate the
performance of mixer.

TDR=1-

(14)

Heat Flux Ratio. The ratio of heat flux from the solid surface
into the fluid in a pipe containing a static mixer to the heat flux in
a pipe with no mixer is the heat flux ratio. In practice, helical
static mixers, which are used in heat exchangers, are made of
conductive materials such as cupper. Therefore, static mixers are
able to increase the heat flux significantly. For cases in which the
static mixer is made from a nonconductive material, the heat flux
ratio can be close to 1 or slightly less than 1, depending on the
flow conditions. It is mentioned that the thermal boundary condi-
tions, applied in this study to the mixer surface, simulates a static
mixer which is made of a superconductive material.

Results and Discussion

The flow in two different static mixers has been analyzed for a
number of different conditions. A residual of <107 for tempera-
ture and residuals of <107° for all other variables, defined as the
L2 norm, were used as the convergence criteria. Reynolds num-
bers of the flow studied here are 0.1, 1, 10, and 100. Prandtl
numbers of the materials studied here are 1.27324, 12.7324, and
127.324. The computational time for the thermofluid part was
from ~2.5h up to ~8.5 h; and the computational time for the
trajectory tracking part was from ~3 h up to ~4 h using a
2.01 GHz processor.

Table 3 compares predicted Z-factors for helical and SMX mix-
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ers for different Reynolds numbers. The Z-factor for a SMX mixer
is ~6.5 times of the Z-factor for a helical mixer when 0.1 <Re
< 10. When Re=100, the Z-factor for a SMX mixer is ~4.4 time
of the Z-factor for a helical mixer. The pressure drop caused by a
SMX mixer is significantly higher than the pressure drop across a
helical mixer; and consequently, much more energy is needed to
maintain the flow across a SMX mixer. For Reynolds numbers up
to 10, the Z-factor remains almost constant. Similar results have
been reported for flow of Newtonian and non-Newtonian fluids
across static mixer [49,50]. This can be explained by the fact that
the flow pattern (across a static mixer, as well as in a tube) re-
mains the same, when Reynolds number is small (in each given
flow cross section, the cross-sectional velocity fields for are al-
most identical) [37].

The trajectories of 501,740 zero-mass and zero-volume fluid
particles injected into the mixer over half of the flow inlet have
been calculated. The diameter of this plane is perpendicular to the
front edge of the first helical mixing element in the pipe. This is a
simplified model for the diametrical feeding of the mixer with two
components fluids. Particle trajectories corresponding to only one
of the working fluids are calculated. The plots of the positions of
fluid particles at flow outlet, for Re=1,10, 100, respectively, from
top to bottom in Figs. 4 and 5, illustrate the redistribution of the
released particles via the combined effects of flow division and
reversal, resulting in stretching and folding of observed structures.
For Re=0.1, patterns similar to those for Re=1 were observed.
The predicted particles distributions for both mixers are in agree-
ment with the published data [19,44].

For a helical static mixer, when Re=0.1 or 1, separated islands
are distinguishable after the flow passes the second mixing ele-
ment and reaches the flowfield outlet. Increasing the Reynolds
number breaks these few large islands into several smaller islands.
The mixing pattern is different, when Re=100. The secondary
flow created by the helical elements is stronger and a large portion
of the flow cross section contains curved shape regions of par-
ticles. It can be better represented by the cross-sectional velocity
vectors. The cross-sectional velocity fields are illustrated in Fig. 6,
which show the cross-sectional projection of the velocity vectors
at the end of the first and the second elements, respectively, from
left to right, and correspond to Re=1 and Re=100, respectively,
from top to bottom. To obtain clear images, the length scale of the
product of the velocity vector and the Reynolds number in each
case is set to a constant. From these plots, it can be seen that the
rotation of the fluid in the opposite sense to the helical twist of the
mixing element leads to the creation of a whirling structure. For
Re=100, contrary to that of Re=1, a secondary vortex is devel-
oped. An axially periodic flow, having the same periodicity as the
mixer geometry, is observed to be rapidly established. In particu-
lar, the primary and secondary flow vortices are seen to contribute
to the elongation of the structures and hence to the mixing
process.

A SMX mixer leads to a much more uniform distribution of
particles in the flow cross section. For Re=0.1 and 1, the islands,
observed downstream of the helical mixer, are replaced with sev-
eral narrow line shape regions by the use of SMX elements. When
Re=10, the change in particle redistribution is still minimal. By
increasing the Reynolds number to 100, a new pattern is created
and a more uniform distribution is achieved. However, the impact
of increasing Reynolds number on mixing for a SMX mixer is not
as significant as for a helical mixer.

In order to quantitatively measure the mixing capability of
these two static mixers, PDU values measured at the flowfield
outlet were computed. Table 4 presents the obtained PDU values
for two mixers. For all flow Reynolds numbers, the SMX mixer
provides a higher PDU value. Although by increasing the Rey-
nolds number, the PDU value increases in most cases, it does not
occur in a helical static mixer for Re=10. Helical mixer shows
relatively poor performances around Reynolds number of 10. It is
in agreement with the published data [20].
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Fig. 4 Particles’ locations at outlet Poincaré section (Helical
mixer)

The impact of entrance position of the two working fluids rela-
tive to the leading edge of the first mixing element of mixer on the
mixer performance was studied. Figure 7 (top) shows the posi-
tions of fluid particles at the flowfield outlet of the helical mixer
for the case of that the particles are initially distributed uniformly
in the half of the flow inlet in a way that the diameter of this plane
is parallel to the front edge of the first helical mixing element in
the pipe. The flow Reynolds number is 0.1. The obtained patterns
show lower mixing results for this case; PDU value is decreased
~6%. Figure 7 (bottom) shows the same results obtained for the
SMX mixer. The impact of the position of the fluid particles at
flowfield inlet is less compared to the case of helical mixer; the

Journal of Fluids Engineering

Fig. 5 Particles’ locations at outlet Poincaré section (SMX
mixer)

PDU decreases ~4% for SMX mixer. Overall, the impact of the
position of fluid particles at mixer upstream is not significant.

Rauline et al. reported that, for the creeping flow across a three
element mixer, SMX mixer creates a pressure drop 2.54 times of
the pressure drop created by a helical mixer and the intensity of
segregation (based on the trajectory of 5000 traces first lunched at
the center of the inlet section) for SMX mixer is 0.23 times of the
intensity of segregation for helical mixer; and they concluded that
SMX is the most efficient one among six studied commercial
mixers [21].

Residence time distribution for different flow Reynolds num-
bers and different static mixers are illustrated in Figs. 8 and 9. For
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Fig. 6 Velocity field at the first and second helical elements (Top: Re=1, Bottom: Re=100)

the helical mixer, the maximum 7 >6; however, for the SMX
mixer + < 3. For a vast majority of fluid elements 0.3<f"<1.6
for the helical mixer. For flow across a SMX mixer, 0.5<¢"
<1.0. Although, the SMX mixer provides a narrower range of
traveling time for fluid elements compare to a helical static mixer,
fluid elements across both mixers experience similar history. The
standard deviation of f(r") for flow in the helical mixer is about
2.5% 1072; and for flow in the SMX mixer, the standard deviation
of f(r") is about 1.8 X 1072,

Thermal performances of SMX and helical static mixers have
also been studied. Generally, the heat transfer rate in a static mixer
is a function of the physical properties of the working fluid and
the solid surface, the flow conditions, and the geometrical param-
eters of the mixer. In this study, the heat transfer rate for a given
geometry can only be related to the flow conditions, thermal con-
ductivity of the working fluid, and the thermal boundary condi-
tions. Values of heat flux ratios for different static mixers and
different flow Reynolds numbers are compared in Table 5, when

Table 4 PDU values at flow outlet for two static mixers

Re PDU

Helical 0.1 0.240
1 0.240

10 0.238

100 0.297

SMX 0.1 0.361
1 0.361

10 0.386

100 0.409

344 / Vol. 129, MARCH 2007

the constant temperature boundary conditions applied to the sur-
face of mixers. It should be mentioned that in this study, only
one-third of the tube length was occupied by a static mixer; in a
practical heat exchanger, almost the entire tube is filled with mix-
ing elements. Both static mixers show a better performance for a
fluid with low thermal conductivity. When thermal conductivity is
0.01 W/m K, the static mixer provides no improvement in the
rate heat flux for Re=0.1. The helical (SMX) mixer enhances the
heat flux rate ~37% (~64%) when Reynolds number is 1. By
increasing the Reynolds number to 10 and 100, the heat flux ratio
increases significantly. The SMX mixer delivers heat flux to the
flow almost as twice of the heat flux that the helical mixer deliv-
ers, when thermal conductivity is 0.01 W/m K and Re=1, 10, or
100. When thermal conductivity is 0.1 W/m K (Pr=12.7), the
static mixer provides almost no improvement in the rate heat flux
for Re=0.1 and 1. The helical mixer enhances the heat flux rate
~38% (~252%) when Reynolds number is 10 (100); and SMX
mixer improves heat flux rate ~63% (~467%) when Re
=10(100). By increasing the thermal conductivity of the working
fluid to one (Pr=1.27), the impact of static mixer on heat flux rate
decreases. For the cases that Re=100, helical mixer improves the
heat flux rate by a factor of 1.472 and SMX mixer improves it by
a factor of 1.592. The SMX mixer shows a higher ability to en-
hance heat flux to working fluid compared to the helical mixer.
The predicted heat flux ratios, when adiabatic boundary condition
is applied to the mixer surface, are shown in Table 6. Again, static
mixers show no enhancement in heat transfer rate for low Rey-
nolds numbers. Both mixers manifest a higher performance when
Reynolds number and Prandtl number increase. Applying adia-
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Fig. 7 Particles’ locations at outlet (Top: helical mixer, Bot-
tom: SMX mixer)

batic boundary conditions, both mixers show, as it is expected,
less heat rate enhancement compared to the results obtained by
constant temperature boundary conditions.
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Fig. 8 Distribution function for laminar flow in a two-element
helical static mixer (Af'=0.01)
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Fig. 9 Distribution function for laminar flow in a two-element
SMX static mixer (Af'=0.01)

The temperature difference ratio is measured for each case at a
flow cross-section located at half-segment-length distances from
the trailing edge of the last mixing element. Table 7 presents val-
ues of TDRs for Re=1,10,100 for two types of static mixers,
applying the constant temperature boundary conditions. When the
flow Reynolds number is 0.1, there is no difference between the
temperatures of fluid elements in a tube with no mixer. For a fluid
with high thermal conductivity, static mixers show almost no im-
provement in temperature blending. When the thermal conductiv-
ity of the working fluid is 1 W/m K (Pr=1.27), the difference
between fluid element temperatures in a pipe with no mixer, at a
flow cross-section located at half-segment-length distances from
the trailing edge of the last mixing element, is minimal for Re
=0.1, 1, and 10. When Re=100, the difference is ~160.3 K. For
such a case, TDR is 0.726 for the helical mixer and it is 0.997 for

Table 5 Heat flux ratios for two static mixers (Constant tem-
perature BC)

K

Re (W/m K) Pr Heat flux ratio
Helical 0.1 0.01 127.32 1.008
1 0.01 127.32 1.373
10 0.01 127.32 1.887
100 0.01 127.32 3.453
0.1 0.1 12.732 1.011
1 0.1 12.732 1.008
10 0.1 12.732 1.380
100 0.1 12.732 2.524
0.1 1 1.2732 1.012
1 1 1.2732 1.011
10 1 1.2732 1.008
100 1 1.2732 1.472
SMX 0.1 0.01 127.32 1.001
1 0.01 127.32 1.635
10 0.01 127.32 4.617
100 0.01 127.32 7.144
0.1 0.1 12.732 1.000
1 0.1 12.732 1.001
10 0.1 12.732 1.632
100 0.1 12.732 4.667
0.1 1 1.2732 1.000
1 1 1.2732 1.000
10 1 1.2732 1.001
100 1 1.2732 1.592
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Table 6 Heat flux ratios for two static mixers (Adiabatic BC)

K
Re (W/m K) Pr Heat flux ratio
Helical 0.1 0.01 127.32 1.008
100 0.01 127.32 2.217
0.1 0.1 12.732 1.005
100 0.1 12.732 1.732
0.1 1 1.2732 1.006
100 1 1.2732 1.293
SMX 0.1 0.01 127.32 1.000
100 0.01 127.32 2.192
0.1 0.1 12.732 1.000
100 0.1 12.732 1.821
0.1 1 1.2732 1.000
100 1 1.2732 1.218

the SMX mixer. For the case of Re=0.1 and K=0.1 W/m K (Pr
~12.7), all the fluid elements reach to the wall temperature in
tube. When Re=1, 10, or 100, static mixer can reduce the differ-
ence between fluid element temperatures. SMX mixer provides a
higher TDR compared to helical mixer. However, for the case of
Re=1, the difference between the highest and the lowest tempera-
tures of fluid elements in a tube with no mixer is only ~2 K.
When the fluid thermal conductivity is reduced to 0.01 W/m K,
the difference between the highest and the lowest temperatures of
fluid elements in a tube with no mixer is ~166 K, for Re=1. For
such a case, a static mixer can improve the temperature distribu-
tion in flowfield; for helical static TDR=0.556 and for SMX
mixer TDR=0.995. However, helical mixer performs poorly when
Re=10 or 100.

When K is equal to one, for Re=0.1, 1, and 10, the fluid tem-
perature reaches wall temperature in both mixers and blending
affectivities of both mixers are the same. For Reynolds numbers
of 100, the TDR=0.726 for the helical mixer and TDR=0.997 for
the SMX mixer; SMX mixer shows better performance, when
Re=100. When the flow Reynolds number is low and fluid ther-
mal conductivity is high, static mixers do not improve the heat
transfer rate or temperature distribution in flowfield.

For Re=100, applying the adiabatic boundary conditions, Table
8 presents values of TDRs measured at a flow cross section lo-
cated at half-segment-length distances down the trailing edge of
the last mixing element. When Re=0.1, TDR is almost one, how-
ever, basically there is no temperature gradient in the working
fluid in a pipe with no mixer at this cross-section for different
values of the fluid thermal conductivity. As can be seen from
Table 8, for Re=100, static mixers with adiabatic surfaces do not
decrease temperature gradient in the flow when the fluid thermal
conductivity is small. By increasing the thermal conductivity of
the fluid to one, both mixers are able to decrease the temperature
gradient in the flow almost similarly.

Table 7 Temperature difference ratios for two static mixers

Table 8 Temperature difference ratios for two static mixers,
Re=100 (Adiabatic BC)

K
(W/m K) Pr TDR

Helical 0.01 127.32 0.006
0.1 12.732 0.062

1 1.2732 0.413

SMX 0.01 127.32 0.023
0.1 12.732 0.156

1 1.2732 0.445

Since most of fluids in industry are non-Newtonian, mainly
shear thinning liquids, it is justified to study the performance of
mixers under the conditions of shear-thinning liquids as the work-
ing fluid. Also, appreciable applications of shear-thickening fluids
can be found in the literature; and therefore, the effect of shear-
thickening fluids on the mixer’s performance is studied as well.
The Carreau model is used in this study, in view of the fact that it
is superior to power law model [47]. The density (p) and zero
shear viscosity (o) of non-Newtonian fluids are set to
1000 kg/m? and 0.00127324 kg/m s, respectively. The time con-
stant in the Carreau law (\) is set to unit. u,, is set to zero. The
reference temperature and the working temperature are both set to
273.15 K. The only changing parameter, in this work, is the
power-law index. Four different values for index n are considered:
0.6, 0.75, 1.2, and 1.25.

Comparison of the pressure drops across static mixers using
Newtonian and non-Newtonian fluids shows a significant decrease
(increase) in pressure drop for the case of shear-thinning
(-thickening) non-Newtonian fluid, as shown in Table 9, when the
mass flow rate at inlet is considered the same for Newtonian and
Non-Newtonian fluids. The values denoted by AP represent the
pressure drop across static mixer for a non-Newtonian fluid, di-
vided by the pressure drop for a Newtonian fluid. In general, the
more deviation from Newtonian fluid for shear-thinning
(-thickening) fluid, the lower (higher) value for AP". However,
when mass flow rate is 0.0001 Kg/s, Re=3.937 for the Newton-
ian fluid, the pressure drop across a helical static mixer does not
change significantly. By increasing the flow rate to 0.001 Kg/s
(Re=39.37 for the Newtonian fluid), the difference between pres-
sure drop across a static mixer when the working fluid is non-
Newtonian and the pressure drop when the fluid is Newtonian is
more pronounced.

Comparison of the pressure drops across static mixers when the
flow Reynolds number is considered the same for newtonian and
non-Newtonian fluids is shown in Table 10. As can be seen from
Tables 9 and 10, the pressure drop across helical static mixer is
less sensitive to the fluid type compared to the pressure drop
across SMX mixer.

Table 9 Pressure drop comparison

(Constant temperature BC) Mass
Flow
K Rate
Re (W/m K) Pr TDR (Kg/s) n AP”
Helical 1 0.01 127.32 0.566 Helical 0.0001 0.60 0.952
10 0.01 127.32 0.032 0.0001 0.75 0.970
100 0.01 127.32 0.010 0.0001 1.20 1.024
1 0.1 12.732 0.996 0.0001 1.25 1.031
10 0.1 12.732 0.571 0.001 0.60 0.650
100 0.1 12.732 0.125 0.001 1.20 1.270
SMX 1 0.01 127.32 0.995 SMX 0.0001 0.60 0.777
10 0.01 127.32 0.634 0.0001 0.75 0.854
100 0.01 127.32 0.181 0.0001 1.20 1.136
1 0.1 12.732 1.000 0.0001 1.25 1.173
10 0.1 12.732 0.995 0.001 0.60 0.423
100 0.1 12.732 0.678 0.001 1.20 1.642
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Table 10 Pressure drop comparison (Re’=100)

n AP*

Helical 0.60 0.625
0.75 0.724

1.20 1.512

1.25 1.552

SMX 0.60 0.404
0.75 0.536

1.20 1.891

1.25 2.264

In practice, the flow pressure drop can be affected by other
parameters in addition to the power-law index. For example, car-
boxymethyl cellulose (CMC) solution in water is shear-thinning
material. Higher concentration levels of CMC solutions lead to a
higher pressure drop of the flow across a static mixer [47]. Al-
though the power-law index decreases by increasing the concen-
tration level of CMC solution, the value of zero shear viscosity
increases significantly. This fact can explain the significant in-
crease in the pressure drop.

The plots of the positions of fluid particles at flow outlet are
illustrated in Figs. 10-13, respectively for Re’=1 and n=0.75,
Re’=100 and n=0.75, Re’=1 and n=1.25, and Re’=100 and n
=1.25. Comparison to the obtained results for Newtonian cases
shows similarity between the impact of type of the working fluid
on the performance of both helical and SMX mixer. For the case
of pseudoplastic fluid (n=0.75) and Re’=1, the particles distribu-
tion at flow outlet for the helical (SMX) static mixer is similar to

Fig. 10 Particles’ locations at outlet, Re’=1, n=0.75 (Top: he-
lical mixer, Bottom: SMX mixer)

Journal of Fluids Engineering

Fig. 11 Particles’ locations at outlet, Re’=100, n=0.75 (Top:
helical mixer, Bottom: SMX mixer)

particles’ locations at outlet for the case of Newtonian fluid when
Re=10. For the case of dilatant fluid (n=1.75) and Re’=10, the
particles distribution at flow outlet for the helical (SMX) static
mixer is similar to particles’ locations at outlet for the case of
Newtonian fluid when Re=1. Both mixers deliver a more mixed
pattern for a given flow Reynolds number when the power-law
index (n) is decreased.

Table 11 presents the predicted PDU values for working fluids
with different index n, when flow Reynolds number is 100. By
increasing the power-law index, the PDU value decreases. For the
helical mixer, PDU is about 1.25 (0.818) times of the PDU value
for a Newtonian fluid when index n is 0.60 (1.25); and for the
SMX mixer, PDU is about 1.49 (0.777) times of the PDU value
for a Newtonian fluid when index n is 0.60 (1.25). The SMX
mixer is more sensitive to the fluid type compared to the helical
mixer.

Conclusions

The performance of two common static mixers for creeping and
laminar flows, SMX and helical, using Newtonian and non-
Newtonian materials as working fluid, were studied numerically.
Both mixers produce similar flow histories for the working fluid.
For the range of flow Reynolds number and power-law index
studied here, both mixers show higher mixing performance when
the Reynolds number is increased or the power-law index is de-
creased. Pressure drop across mixers increases by increasing the
Reynolds number or the power-law index. Both mixers are able to
increase the heat flux rate when the Prandtl number is small, and
this rates increases as the Reynolds number increases.
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Fig. 12 Particles’ locations at outlet, Re’=1, n=1.25 (Top: he- Fig. 13 Particles’ locations at outlet, Re’=100, n=1.25 (Top:
lical mixer, Bottom: SMX mixer) helical mixer, Bottom: SMX mixer)

. . . . S Table 11 PD I t fl tlet (R Id ber=1
The SMX mixer manifests a higher performance in fluid mix- avte U values at flow outlet (Reynolds number=100)

ing, temperature blending, and in heat transfer enhancement com- n PDU
pared to the helical mixer. However, the pressure drop created by
SMX elements and, consequently, the required energy to maintain ~ Helical 0.60 0.370
the flow in pipe, is significantly higher. 0.75 0.313
1.00 0.297
1.20 0.267
Acknowledgment 1.25 0.243
This research was partially sponsored by Illinois Tool Works, SMX 8?(5) 82%?
Inc. 1.00 0.409
1.20 0.319
1.25 0.318
Nomenclature
¢, = specific heat
d = pipe diameter
E = total energy
F; = external force vector (i=1,2,3) t = time
g = acceleration due to gravity " = nondimensional residence time
h = enthalpy T = temperature
K = thermal conductivity Ty, = reference temperature
L = mixing element length U = bulk velocity
n = power-law index V = Volume of a computational cell
m = mass flow rate Ty = wall temperature
p = pressure u; = velocity vector (i=1,2,3)
Pr = Prandtl number (=c,u/K) x; = position vector (i=1,2,3)
Re = Reynolds number (=pUd/ ) v = shear rate
Re’ = Metzner-Reed generalized Reynolds number 6;; = Kronecker delta (=1 if i=j, =0 if i #j)
for non-Newtonian fluid K = consistency index
(=(pU"d")/ N = time constant in the Carreau law
(k/8)[(6n+2)/n]") u = molecular viscosity
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p density
7; = stress tensor (i,j=1,2,3)
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Response of Backflow to Flow
Rate Fluctuations

The response of backflow at the inlet of an inducer to the flow rate fluctuation is studied
by using three-dimensional numerical calculations based on the k-€ turbulence model for
the discussion of its effect on cavitation instabilities. It is first shown that the size of the
backflow region can be correlated with the angular momentum in the upstream and the
phase of the backflow significantly delays behind the quasi-steady response even at a very
low frequency. It is then shown that the conservation relation of angular momentum is
satisfied with minor effects of the shear stress on the boundary. The supply of the angular
momentum by the negative flow is shown to be quasi-steady due to the fact that the
pressure difference across the blade causing the backflow is quasi-steady at those fre-
quencies examined. A response function of the angular momentum in the upstream to flow
rate fluctuation is derived from the balance of the angular momentum and the results of
the numerical calculations. This clearly shows that the backflow responds to the flow rate
Sfluctuation as a first-order lag element. The effects of the backflow cavitation on cavita-
tion instabilities are discussed assuming that the delay of cavity development is much
smaller than the delay of the backflow. It was found that the backflow cavitation would
destabilize low frequency disturbances due to the effects of the positive mass flow gain
Jfactor but stabilize high frequency disturbances due to the effect of the cavitation
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Introduction

Cavitation instabilities are one of the most important issues for
the development of reliable turbopump inducers for rocket en-
gines. They include various modes such as cavitation surge, rotat-
ing cavitation, and their higher order modes. Unlike rotating stall
and surge, cavitation instabilities can occur even at the design
point, making the problem more serious.

Inducers are designed with a certain incidence angle to ensure
that cavitation occurs only on the suction surface of the blades to
avoid premature head breakdown caused by the blockage effect of
pressure surface cavitation. Due to the incidence, inducers operate
with a certain amount of backflow even at the design point. Back-
flow from the impeller has a swirl velocity of about 20-30% of
the impeller tip velocity and a backflow vortex structure is formed
at the boundary between the swirling backflow and the straight
normal flow [1]. The pressure at the core of a backflow vortex is
lower than the ambient pressure due to the centrifugal force on the
vortical flow resulting in cavitation if the core pressure becomes
lower than the vapor pressure. This is called backflow vortex cavi-
tation. In addition to blade surface and backflow vortex cavita-
tions, tip leakage cavitation occurs for inducers with tip clearance.
With these types of cavitation, blade surface, backflow vortex, and
tip leakage cavitations, the flow in an inducer presents a very
complicated three-dimensional structure [2].

The cause of cavitation instabilities is physically explained as
follows. Consider a case when the flow rate is increased. If the
flow rate is increased, the incidence angle to a rotor blade is
decreased and the volume of the cavitation will be decreased.
Then the inlet flow is increased further to fill up the volume once
occupied by the cavity. This positive feedback mechanism leads to
the positive mass flow gain factor and is responsible for cavitation
instabilities [3,4]. Since the size of the backflow becomes smaller
when the flow rate is increased, backflow vortex cavitation should
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also have a destabilizing effect. Thus, if we consider quasi-
statically, all three cavitation types, blade surface, tip leakage, and
backflow cavitations have a destabilizing effect.

To suppress cavitation instabilities, several methods have been
proposed: Increasing the blade leading edge sweep [5,6], increas-
ing the tip clearance [7], and increasing the casing diameter at the
inlet [8]. In all of these methods, the size of the inlet backflow is
increased. So, contrary to the above quasi-steady considerations, it
looks as if the backflow cavitation has a stabilizing effect on the
cavitation instabilities.

The present paper focuses on the unsteady response of the
backflow to flow rate fluctuations to discuss the contribution of
the backflow to cavitation instabilities. Since the flow is very
complicated and no reliable method of predicting the backflow
vortex cavitation is available at this moment, we apply a noncavi-
tating flow analysis based on the k-€ turbulence model. The bal-
ance of angular momentum is considered to clarify the mechanism
of the backflow response. Discussions on the effects of the back-
flow vortex cavitation on instabilities are made by assuming that
the delay for the development of cavity is negligible as compared
with the delay of the backflow response.

Inducer Model and Calculation Method

The impeller used in the present study and its specification is
shown in Fig. 1 and Table 1, which is analogous to the liquid
oxygen turbopump inducer for the H-II rocket.

A commercial code CFX-TASCflow based on RANS with the
k-€ model has been used to perform the calculation. The calcula-
tions are carried out for a noncavitating condition. The vendor of
the CFD code recommends the k-w shear stress transport (SST)
model as a turbulence model. However, the standard k-e turbu-
lence model and wall function option are used in the present study
because the backflow region simulated by the standard k-e model
is in better agreement with the experiment. The computational
domain consists of an inlet pipe, inducer part, and outlet pipe with
about 180,000, 240,000, and 50,000 computational cells, respec-
tively, as shown in Fig. 2. The lengths of the inlet and outlet pipes
are 10 and 5 times of the inducer radius. Eight grid points in the
radial direction are used to describe the flow through the clearance
gap between the rotor blade tip and the stationary casing wall. The
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calculations are made for the flow through all the passages for the
purpose of simulating the backflow structure at the inlet. How-
ever, the present calculation fails to simulate the vortex structure
and only the averaged flow field could be obtained, perhaps
caused by the excess damping of the model of simulation. Despite
this deficiency, the model can predict the static performance and
the backflow length fairly well. Therefore, the RANS code with
the k-e€ turbulence model was applied in the present study.

For steady calculations, the total pressure and the direction of
flow are specified at the inlet boundary and the mass flow rate is
imposed at the exit. Water at 300 K is used as the working fluid.

For unsteady calculations, the steady flow field is used as the
initial condition. A uniform velocity distribution is given as the
inlet boundary condition and free flow condition is applied at the
exit.

Results and Discussions

Steady Flow Analysis. Before carrying out the unsteady calcu-
lation with the flow rate fluctuation, the steady calculation was
made with constant flow rates. Figure 3 compares the static pres-
sure performance and axial length of the backflow region obtained
by steady calculations and experiments. The location of the up-
stream edge of the backflow in the experiment was estimated by
the movement of the tuft on the casing wall [1]. The static pres-
sure coefficient is based on the inlet wall pressure p; at z/D,=
—1.9 and the outlet wall pressure p, at z/D,=0.55. The results
shown in Fig. 3 show that the present calculation predicts the
performance and the size of the backflow reasonably, although it
fails to simulate the backflow vortex structure.

Response of Backflow to Flow Rate Fluctuations. We con-
sider the flow rate fluctuations expressed by

$=0.078 +0.01 sin(27rf?)

where 0.078 is the design flow coefficient. Three cases with
f1£,=0.0625, 0.125, and 0.25 are examined. These frequencies
are typical for the cavitation surge and rotating cavitation [9]. The
periods of the flow rate fluctuations correspond to 16, 8, and 4
rotations of the inducer, respectively. The amplitude is about 13%
of the design flow coefficient.

Figure 4 shows the instantaneous flow field at a meridional

Tip clearance

—
Qutlet pipe

Inducer

Inlet pipe

Fig. 2 Computational grid

Journal of Fluids Engineering

Table 1 Specification of the inducer

Number of blades 3

Tip diameter D, (m) 0.1498
Inlet tip blade angle (deg) 7.5
Outlet tip blade angle (deg) 9.0
Hub / tip ratio at inlet 0.25
Hub / tip ratio at outlet 0.51
Solidity at tip 1.91
Design flow coefTicient ¢ 7 0.078
Tip clearance (m) 0.5x1073

plane for ¢=0.078 (Fig. 4(a)) at the start of calculation and after
one cycle of the flow rate fluctuation with f/f,=0.125 (Fig. 4(b)).
The meridional plane is located at an angular position =60 deg
from the leading edge at the tip, in the opposite direction of the
impeller rotation. The tangential velocity v, is shown by the color
level. Although the flow field returns almost to the original, after
one cycle of oscillation, calculations are carried out one additional
cycle to obtain better periodicity. The instantaneous flow field at
the instants (a)—(e) in Fig. 5 are shown in Fig. 6. The region where
the flow field is shown in Fig. 6 is the region surrounded with a
frame in Fig. 4(b). The following observations can be made:

(1) By comparing Figs. 6(a) and 6(e), we can confirm that
reasonable periodicity is obtained;

0.4
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Fig. 3 Comparison of the results by steady calculation and
experimental results: (a) Noncavitating performance (uncer-
tainty in ¢=+0.005 and in =+0.02 in the experimental results)
and (b) location of the upstream edge of the backflow region
(Uncertainty in z/ D;=+0.05 in the experimental results)
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Fig. 4 Flow field at the inlet of the inducer, ¢»=0.078: (a) Initial
flow field and (b) after one cycle of oscillation with f/f,=0.125

(2) by comparing Figs. 6(a) and 6(c), we find that the flow field
depends not only on the instantaneous flow rate but also on
the phase of the disturbance;

(3) by comparing Figs. 6(b) and 6(d), the length of the back-
flow at the maximum flow rate ¢=0.088 is larger than that
at the minimum flow rate ¢=0.068, although the values of
the angular momentum in the upstream, AM, at ¢=0.088
and 0.068 are almost the same, as shown in Fig. 7(b).

The observations (2) and (3) show that the unsteady effects are
important even at a relatively low frequency of f/f,=0.125.

Figure 8 shows the axial extent of the backflow by plotting the
location of the leading edge of the backflow region for the three
frequencies. The results of quasi-steady calculations and experi-
ments at each flow coefficient are also plotted. The quasi-steady
results agree with each other reasonably and we have a larger
backflow region for smaller flow rates.

We can observe the following facts in the results of unsteady
calculations:

(1) The amplitude of the backflow oscillations becomes
smaller as we increase the frequency;
(2) the phase significantly delays behind the quasi-steady re-

0.098
= b
T 0.088
k<] a c e
£ 0.078
8 \/
3 0.068
& d
0.058
6 2 4 6 8 10 12 14 16

Number of revolution

Fig. 5 Inlet flow rate fluctuation with f/f,=0.125

sponse even with the smaller frequencies examined and the
phase delay approaches 90 deg as we increase the
frequency.

Balance of the Angular Momentum. In order to clarify the
mechanism of the response, we consider the balance of the angu-
lar momentum in the upstream of the inducer.

First, we define the angular momentum in the upstream of the
inducer

AM = f pr?v odrd0dz/(pU,DY) (1)
\4

where V represents the whole region upstream of a control surface
at the axial location of the blade leading edge at the hub.

The fluctuation of angular momentum is shown in Fig. 7 with
its quasi-steady values. If we compare AM with the length of the
backflow region shown in Fig. 8, we find that AM fluctuates in the
same phase as the backflow length fluctuation. So, we will use
AM to represent the size of the backflow region. The amplitude of
AM significantly decreases and the phase is delayed as we in-
crease the frequency.

Next, the angular momentum transport across the control sur-
face is investigated. The angular momentum supplied by the back-
flow (v,<0), AMB, and the angular momentum removal by the
normal flow (v,>0), AMN, are defined as

AMB = - f pr’v . drd6l(pU?D}) ()
v.<0

Fig. 6 Backflow region and velocity vector at the instants shown in Fig. 5, with f/f,=0.125: (a)
¢$=0.078 (increasing), (b) ¢»=0.088 (maximum), (c) ¢»=0.078 (decreasing), (d) ¢=0.068 (mini-

mum), and (e) ¢=0.078 (increasing)
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Fig. 7 Angular momentum (AM: Angular momentum in the up-
stream, AMB: Angular momentum supply by the backflow,
AMN: Angular momentum removal by the normal flow): (a)
f/f,=0.0625, (b) f/f,=0.125, and (¢) f/f,=0.25

Angular momentum

AMsz priv .drd6l(pU*D}) (3)
v.>0

where v, <0 and v, >0 means the integration over the region with
v, <0 and v,>0, respectively.

Figure 7 also shows the fluctuations of AMB and AMN with
their quasi-steady values. We observe that:

(1) AMB has a phase opposite to the flow rate fluctuation;

(2) AMB is almost identical to its quasi-steady value;

(3) under quasi-steady conditions, AMB and AMN agree with
each other except when the flow rate is very small. This
suggests that the size of the backflow is determined from
the balance of AMB and AMN for the quasi-steady flow.
The unbalance observed at a smaller flow rate should be
caused by the skin friction exerted by the pipe wall.

Journal of Fluids Engineering
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Fig. 8 Location of upstream edge of the backflow region in the
flow rate fluctuation (uncertainty in z/D;=+0.05 in the experi-
mental results): (a) f/f,=0.0625, (b) f/f,=0.125, and (c) f/f,
=0.25

(4) The amplitude of AMN becomes smaller and the phase de-
lays as we increase the frequency.

If we neglect the effects of shear stress on the boundary of the
control volume, the conservation of angular momentum can be
represented by

d(AM)/dt" = AMB - AMN (4)

where ¢*=t/(D,/U,) is a nondimensional time.

Figure 9 examines the dynamic angular momentum balance of
Eq. (4). It is observed that AMB—AMN, the resultant angular
momentum supply, agrees nicely with the time derivative of the
angular momentum, d(AM)/dt".

The results in Figs. 7 and 9 suggest that the size of the backflow
is determined by different mechanisms for quasi-steady and un-
steady cases. For the quasi-steady case, the size of the backflow is
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Fig. 9 Angular momentum conservation relation: (a) f/f,
=0.0625, (b) f/f,=0.125, and (c) f/f,=0.25

determined from the balance of the supply of the angular momen-
tum by the backflow, AMB and the outflow of the angular mo-
mentum on the normal flow, AMN. For the cases with a flow rate
fluctuation, the difference (AMB—AMN) contributes to the growth
of the angular momentum in the upstream, d(AM)/dt".

Pressure Distribution on the Blade. In Fig. 7, it is shown that
the angular momentum supplied by the backflow, AMB, depends
only on the instantaneous flow rate, with minor effects of un-
steadiness. To examine the mechanism of the backflow, Fig. 10(a)
shows the region with negative axial velocity in the cross section
including the leading edge at the tip. The region with negative
velocity is limited to the proximity of the casing, and the region
ahead of the leading edge near the tip. Figure 10(b) shows the
velocity field in the meridional plane shown in Fig. 10(a). The
flow is coming out radially from the pressure side of the leading
edge. Similar results are obtained for the cases without tip clear-
ance [10]. These results suggest that the backflow comes mainly
from the clearance between the swept part of the leading edge and
the casing driven by the centrifugal force and the pressure differ-
ence across the blade near the leading edge.

Figure 11 shows the instantaneous pressure distributions near
the tip of blade (at r/R,=0.99) for the case with f/f,=0.25 with
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Fig. 10 The region with negative axial flow, ¢#=0.078: (a)
Negative axial velocity and (b) velocity field in the meridional
plane, #=-10 deg

the quasi-steady pressure distribution. The results are shown for
three instants when the flow rate becomes ¢=0.068 (minimum),
0.078(mean), and 0.088 (maximum). For ¢=0.078, the effects of
inertia is canceled out by taking the average of the results in the
increasing and decreasing phase of ¢. It is found that the instan-
taneous pressure distribution is nearly identical to the quasi-steady
distribution.

These two facts that the backflow is driven by the centrifugal
force and the pressure difference across the blade, and that the
pressure distribution is quasi-steady explain why the angular mo-
mentum supplied by backflow, AMB, depends only on the instan-
taneous flow rate, with minor effects of unsteadiness.

Unsteady Pressure Performance. Figure 12 shows the un-
steady performance curve for three frequencies along with the
quasi-steady performance curve. The unsteady static pressures co-
efficient ¢ is based on the instantaneous wall pressure p; and p, at
z/D;=-1.9 and z/D,=0.55, respectively.

It is found that the unsteady operating points encircle the quasi-
steady performance curve in counter-clockwise direction. The dif-
ference from the quasi-steady performance is proportional to the
frequency, suggesting that the difference is caused by the inertia
of the fluid between two pressure taps.

Response Function of Backflow

To examine the phase relationships more quantitatively, the
quantities are separated into mean (denoted by an overbar) and
fluctuating (denoted by a tilde) components
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Fig. 11 The instantaneous pressure distribution along the
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=0.25

AM =A +Ael®" (5)
AMB=B+Be/*" (6)
AMN =N+ Nei*'™ (7)

b=+ del" (8)

where w"=w(D,/U,)=2(f/f,) is a nondimensional frequency.
Since the angular momentum supplied by the backflow is in-
creased when the flow rate is decreased, we can express

B=-ad ©)

Further, the angular momentum removal by the normal flow
would be larger if the angular momentum in the upstream and the
flow rate are larger. So we can assume

N=bA+cd (10)

where a, b, and ¢ are real constants. By putting these expressions
into the angular momentum conservation equation (4), we obtain
the response function

a+c

L]

(1)

& b+2j(f1f,)

This clearly shows that the angular momentum responds to the
flow rate fluctuation as a first-order lag element. For the case with
flf,—, the phase of angular momentum in the upstream ad-
vances by 90 deg ahead of the flow rate fluctuation and delays by
90 deg behind the quasi-steady backflow fluctuation.

To determine the values of proportionality constants a, b, and ¢
in Egs. (9) and (10), the numerical results for AM ,AMB,AMN are

Fourier-analyzed over the second period and the values of A, B,

and N are determined from the first-order components. The value
of a is determined from the absolute value of Eq. (9) neglecting

the small phase difference between B and —¢. The values of b and
¢ are determined from the real and imaginary parts of Eq. (10).
The values of constants determined from the numerical results
with f/f,=0.0625, 0.125, and 0.25 are shown in Table 2.
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Fig. 12 Unsteady pressure performance of the impeller (un-
certainty in ¢»=+0.005 and in ==+0.02 in the experimental re-
sults): (a) f/f,=0.0625, (b) f/f,=0.125, and (c) f/f,=0.25
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Table 2 Constants in response function

a b c
111,70.0625 0.0397 | 0.0930 | 0.0095
f11,=0.125 0.0411 0.1020 | 0.0020
f1,=0.25 0.0428 | 0.0783 0.0020
Averaged values 0.0412 0.0911 0.0045

By putting the averaged values of a, b, and ¢ shown in Table 2
into Eq. (11), the complex representation of the response function

Al ¢ is obtained and shown in Fig. 13. The values of A/&S of for
f1£,=0, 0.0625, 0.125, and 0.25 determined from the numerical
results are also shown in the figure. The data points of the numeri-
cal calculations are close to the response function suggesting that
the approximations of Egs. (9) and (10) used for the derivation of
the response function (11) is adequate. This response function

clearly shows how the magnitude \g/ &| decreases and the phase
delays as we increase the frequency f/f,. It also shows that the
frequency of f/f,=0.125 is “sufficiently” large to cause the large
delay of backflow behind the quasi-steady response.

Comparison With Experiment and Discussion on Stabil-
ity

The phase lag of backflow has been studied experimentally by
Yamamoto [11] in a series of studies on the cavitation surge of a
centrifugal pump in which the backflow cavitation plays the criti-
cal role. He investigated the response of the backflow to the flow
rate fluctuation by measuring the axial velocity fluctuation at the
center of the inlet pipe, based on the fact that the main flow
velocity is affected by the blockage effect of the backflow. The
results are shown in Fig. 14. In this figure, /,, shows the axial
distance between the velocity measurement location and the inlet,
and D, is the inner diameter of the inlet pipe. For the case with
1,/ D=0.59, the phase delays behind the quasi-steady value («

=—Arg(A/$)=—180 deg) by about —90 deg(a=—Arg(A/P)
=-90 deg) as the frequency is increased from 0 to 5 Hz (f/f,
=5/50=0.1). Although this result cannot be compared with the
result of the present study quantitatively in which the phase lag of
backflow is estimated from the angular momentum, AM, it agrees
with the present result qualitatively that the phase delays largely
even if the frequency is small. The phase lag is larger than 90 deg
higher frequencies in the cases with /,,/D=2.29. As mentioned
above, the response of backflow is estimated from the fluctuation
of the axial velocity in the center of the inlet pipe in the experi-
ment. The larger phase lag at [,,/D;=2.29 is caused by the time
required for the disturbance to reach the measuring point farther
from the impeller.

We will discuss the effect of the backflow vortex cavitation
assuming that the cavity volume is in phase with the magnitude of
the backflow, typically shown by AM. Here, we consider a case of

Eq.(4) with averaged constants
0.0625

g \0_04 005

€.01

Imaginary part

1,0
L

06 T 05 04

L '

03 02 01 0
Real part

From the CFD result
with ff,=0

Fig. 13 Response function of the backflow
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Fig. 14 Phase lag of the backflow [11]

cavity oscillation in a pipe in response to flow rate fluctuation.
The velocity fluctuation in the pipe is represented by u=U

+Ue/" and the cavity volume oscillation by V,=0,+0,e/(@=®_If
we consider that the cavity is located at a distance L from the pipe
inlet where the pressure is constant, the pressure fluctuation at the
cavity can be represented by p=—pLdu/dt. Then, the displace-
ment work done by the cavity per period can be evaluated by

E= f pdV, = prLoUf, cos (12)
cycle

This shows that positive work is done by the cavity when
=37/2<a<-m/2 and the cavity fluctuation destabilize the sys-
tem. With a=-, the cavity volume becomes smaller with a
higher inlet velocity and this corresponds to the case with a posi-
tive mass flow gain factor. With —7/2<a<w/2, E becomes
negative and the cavity stabilizes the system. The results in Fig.
14 show that backflow cavitation stabilizes higher frequency os-
cillations and destabilizes lower frequency oscillations.

By a linear stability analysis it has been shown [4] that the
onset condition of the cavitation surge and rotating cavitation can
be represented by M >2(1+0)pK where M and K are the mass
flow gain factor and the cavitation compliance, respectively, and o
is the cavitation number. If we take account of the phase delay
m+a of the cavity response due to the delay of the backflow
development, it can be shown that the onset condition can be
represented by

M cos(a+ ) >2(1 + 0)pK (13)

If we neglect the stabilizing effect of cavitation compliance K,
the onset condition can be written as —37/2<a<<-/2. This
agrees with the results of the above discussion based on the dis-
placement work E.

Figure 15 shows the resonant frequency f|, of the system deter-
mined by excitation tests and the critical frequency fo, at which a
becomes —7r/2 [11]. The resonant frequency decreases as the
cavitation number o is decreased and unstable operation is ob-
served in the region of the cavitation number where f;, would be
less than foo. So, in this case of cavitation surge in a centrifugal
pump at a low flow rate, the response of the backflow cavitation
plays a crucial role.

In the present model, Eq. (11) shows that a=—Arg(A/ ) never
becomes larger than —7/2 and the backflow cavitation is always
destabilizing. However, the result in Fig. 13 shows that « is very
close to —m/2 for frequencies higher than f/f,=0.1 and the de-
stabilizing effect represented by E should be very small. Since the
volume of the backflow cavitation will definitely decrease as the
inlet pressure is increased, the backflow cavitation should have a
positive cavitation compliance K. As a result of a small destabili-
zation corresponding to a positive mass flow gain factor
M cos(m+a) and a certain stabilizing effect of cavitation compli-
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ance K, the backflow would have a stabilizing effect on the oscil-
lations with higher frequencies. This can be understand from the
onset condition of Eq. (13).

The above discussions can be applied for various types of im-
pellers and will be useful for the estimation of the stability of
cavitating flow, although the values of parameters a, b, and ¢ will
depend on the design.

Conclusions

In order to study the response of backflow to flow rate fluctua-
tions, numerical calculations using a RANS code were made. The
results are summarized as follow:

(I) The amplitude of backflow oscillation becomes smaller and
the phase delays behind the quasi-steady response as the
frequency of the flow rate fluctuation is increased.

(2) The angular momentum supply by backflow, AMB, de-
pends only on the instantaneous flow rate, with minor ef-
fects of unsteadiness. This is because the backflow is driven
by the pressure difference across the blade and the pressure
difference is quasi-steady at least up to the frequency of
25% of the rotational frequency.

(3) The angular momentum removal by normal flow, AMN,
can be correlated with instantaneous flow rate and the an-
gular momentum in the upstream, AM.

(4) For the quasi-steady case, the size of the backflow is deter-
mined from the balance of the angular momentum supply
by the backflow, AMB, and the outflow of the angular mo-
mentum on the normal flow, AMN. For the case with flow
rate fluctuation, the difference (AMB—AMN) contributes to
the growth of the angular momentum in the upstream,
d(AM)/dr".

(5) The unsteady pressure coefficient encircles the quasi-steady
performance curve in a counter-clockwise direction due to
the effect of inertia of the fluids between the pressure ref-
erencing points.

(6) The backflow responds to the flow rate fluctuation as a
first-order lag element and the phase delay approaches
90 deg as the frequency is increased.

(7) If we assume that the cavity volume fluctuation is in phase
with AM, we can say that the backflow vortex cavitation
will destabilize low frequency oscillations and stabilize

Journal of Fluids Engineering

high frequency oscillations. The critical frequency is about
10% of the rotational frequency.

Nomenclature
a = proportionality constant
A = component of AM, Eq. (5)
AM = normalized angular momentum in the up-
stream, Eq. (1)
AMB = normalized angular momentum supplied by the
backflow, Eq. (2)
AMN = normalized angular momentum removal by the
normal flow, Eq. (3)
b = proportionality constant
B = component of AMB, Eq. (6)
¢ = proportionality constant
D, = tip diameter of the impeller, m
f = frequency of the flow rate fluctuation, Hz
f, = rotational frequency, Hz
K = cavitation compliance
L = distance between the cavity and the inlet pipe,
m
M = mass flow gain factor
N = component of AMN, Eq. (7)
p = static pressure, Pa
p1 = static pressure at the inlet, Pa
p, = static pressure at the outlet, Pa
r = radius, m
R, = tip radius of the impeller, m
u = component of velocity U, m/s
U = velocity, m/s
U, = impeller tip velocity, m/s
v, = average axial velocity at the inducer inlet, m/s
v. = component of cavity volume V., m/s
v, = axial velocity (positive, in the direction of the
main flow), m/s
vy = absolute tangential velocity (positive, in the
direction of the impeller rotation), m/s
V, = cavity volume, m?
z = axial coordinate measured from the leading
edge at the hub (positive, downstream), m
a = phase angle, deg
¢ = flow coefficient, v,/ U,
¢ = design flow coefficient
6 = angular position around the impeller from the
leading edge at the tip in the opposite direction
of the impeller rotation, deg
p = density of fluid (water), kg/m?
¢ = static pressure coefficient, (p,—p;)/ (pU,z/ 2)
¥, = pressure coefficient, (p—p,)/(pU?/2)
j = imaginary unit, j>=—1
Superscripts
~ = mean value
~ = complex amplitude
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of Vehicle Passing

This paper presents results of the simulation of two vehicles overtaking each other at
highways conditions (30 m/s). The simulation was fully unsteady and tracks the maneu-

ver for several body lengths from downstream to upstream. Different mesh strategies have
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been investigated and assessed. Structured methods with sliding planes have been found
the most feasible. The results shown include the effects of relative speed and lateral
separation. The passing maneuver is described in detail, and a number of physical
phenomena are identified. In particular, the rapid fluid compression and acceleration at
the nose passing situation yields a pulse in the drag of the overtaken vehicle. The high

pressure bow wave followed swiftly by the low-pressure wake affects the side force and
lateral stability at positions slightly different than the nose passing.
[DOL: 10.1115/1.2427085]

1 Introduction

The overtaking of one vehicle on highways is a maneuver that
takes places at relatively high speeds and short lateral separations.
There is a number of passing combinations that include passenger
vehicles, trucks, coaches, and vans of various size. This operation
often produces a reduction in directional stability. In addition, the
use of light materials contributes to a reduction of the average
vehicle masses, and increases the sensitivity to aerodynamic in-
puts. The maneuver may yield severe risks, particularly in adverse
weather conditions, such as crosswinds, black ice and surface wa-
ter, reduced visibility from precipitation, glare etc.

This paper presents a computational simulation developed to
better understand the flow physics producing the aerodynamic
forces on the vehicles. Similar work was been performed on this
subject in the past by Okumura and Kuriyama [1]. However, this
was a cursory examination, focusing on a specific case, rather than
the effects of varying parameters of lateral separation and relative
velocity.

A thorough analysis of the overtaking process has not seem-
ingly been performed. Some recent research on the subject was
that by Gilleron and Noger [2], Noger and Szechenyi [3]. Dy-
namic experimental analysis includes that by Legouis et al. [4],
Telionis et al. [5], Yamamoto et al. [6], Tsuei et al. [7,8], and
Beauvais [9]. Several studies on static interference have been
made, including those by Heffley [10], and Abdel-Azim [11,12]. A
mathematical model of the passing process has been proposed by
Sanz-Andrés et al. [13,14], based on observations of forces on
stationary objects by the roadside. Szechenyi [15] published a
book on unsteady vehicle aerodynamics. There are presently vari-
ous collections on the subject of overall vehicle aerodynamics
[16-18], all of which present discussions of the overtaking pro-
cess to some degree. Due to the higher speeds encountered, con-
siderably more research has been conducted into the passing of
trains in the open and in tunnels [19,20].

Noger et al. [21] performed wind tunnel testing of two 1/7
scale Ahmed bodies with a flow velocity of 30 m/s. The effects of
lateral separation and relative speeds on both the overtaken and
overtaking bodies were studied. The results of these show that the
major effects occur while the nose of the overtaking vehicle is aft
of the overtaken vehicle’s aerodynamic center. In particular, the
nose-passing configuration shows a considerable peak in the side
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force and yawing moment of the overtaken body. The effects are
exacerbated by increasing relative velocity and/or decreased lat-
eral separation.

The nose passing configuration occurs when there is still con-
siderable longitudinal separation between the bodies respective
aerodynamic centers. Thus, one can assert that the effects on the
overtaken body’s aerodynamics are predominantly manifested by
flow behavior induced at its rear.

The present study focuses on two-dimensional (2D) overtaking
as a preliminary means of investigating an appropriate simulation
strategy for the complex three-dimensional (3D) flow. Thus, one
must make comparisons with the pseudo-2D case of interference
between long, slender cylinders of rectangular cross section. A
wealth of data are available on interference between square sec-
tion cylinders. However, this almost always focuses purely on
tandem and parallel configurations. Where staggered configura-
tions are investigated the focus is on the downstream body
[22,23].

2 Computational Model

The main thrust of this work was to determine a suitable mod-
eling strategy and obtain some preliminary results for discussion
and comparison with experimental data. Thus, identification of a
viable mesh strategy was the key to this and more complex stud-
ies. Simulation of dynamic overtaking places considerable de-
mands on established computational fluid dynamics (CFD) prac-
tice, and pushes CFD codes to their limits. Indeed, in selecting a
CFD code it is essential to ensure a method of sufficient maturity
is available to enable this kind of simulation. The code employed
in the present analysis was Fluent V6.2 [24,25]. The computa-
tional methods available for this class of problems are now in an
advanced stage. Tedzuyar [26] published a detailed account of the
computational methods for moving boundaries and interfaces.
However, the validation of some of these techniques is a current
issue in CFD.

The reference system for the computational model is shown in
Fig. 1. In this system overtaking is according to the British con-
vention (passing to the right). The drag and side force coefficients
are Cp and Cyg, respectively. The pitching moment is called Cy;z.
The distance between the centers is X, the lateral separation be-
tween the centers is Y. The vehicles dimensions in the streamwise
and cross-wise direction are L and [/, respectively. The drag and
side force coefficients are, respectively

CD=D/£, CS=S/§ (1)

with the factor £ defined by {=pU?1/2. For the yawing moment
coefficient, Cy», an additional length is introduced, the stream-
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wise length of the body (in road vehicles the wheel-base is some-
times used). The yawing moment coefficient Cy; is then

Cyiz=MI(LL) (2)

In practice, one is confined by two major constraints. First, in
simulating the car passing one must be certain that the influence
of the boundary conditions are negligible. Although one can natu-
rally state that the upstream and downstream boundary conditions
must be of sufficient distance not to influence the behavior around
the bodies of interest this is not normally a problem. The authors’
concern was to ensure the lateral boundary conditions were posi-
tioned at sufficient distance not to introduce any interference. A
sensitivity study showed the minimum distance to be consider-
able. The mesh converged through static testing, and was rela-
tively insensitive to the cell count.

Second, it is essential that one maintains sufficient mesh refine-
ment to capture the highly energetic vortex shedding behavior
from the bodies of interest, while at the same time not permitting
the cell count to become so high that individual simulations re-
quire excessive processing time. The inherent problem is to main-
tain adequate mesh refinement in the vicinity of the bodies while
permitting a considerably coarser grid at a distance. This ensures
that the overall cell count is maintained at a reasonable level, and
that simulation times can be minimized. However, the requirement
for the overtaking (downstream) body to execute a full pass from
a considerable distance downstream to an equivalent upstream
position makes the control of the cell size at each time step a
taxing affair.

2.1 Unstructured Mesh. An attractive solution is to use a
deforming, unstructured mesh with dynamic remeshing which
would permit the relative motion of the two bodies. However it
was found that the CFD code could not perform this to a satisfac-
tory level. Control of the cell size is accomplished by use of a
“size function” that maintains maximum and minimum cell vol-
umes in relation to the distance from the moving bodies.

Figure 2 shows a typical example of this case. The narrow
shaded region is the region of the mesh that the overtaking body

L

overtaking body

Reference system for the overtaking maneuver

passes through. This is also the only region subject to remeshing.

However, regardless of which regions are marked for remesh-
ing and which are held static, the software consistently measures
cell distance as a ratio of the distance to the nearest boundary.
Hence, the authors were unable to produce adequate control of the
size function. Contours of size function for this mesh strategy
show that the software makes no distinction between regions of
the mesh that are deforming and those that are not.

Figure 3 shows the unavoidable consequence of attempting to
use size functions to control cell size. Due to the size of the
domain the algorithm is unable to maintain a small enough limit
and “oversized” cells appear as shown here. The only means of
ensuring this does not happen with the deforming mesh is to fill
the entire region to be traversed by the overtaking body with very
small cells. One can then ignore the size function and specify a
very low maximum cell size for remeshing. This ensures that over
sized cells will never appear. However, since the region traversed
by the overtaking body is so vast, this produces a massive increase
in cell count and the simulation time. The y* was maintained
between 30 and 300. Flow separation and reattachment mean that
sometimes these values were exceeded. The cell count was 60,000
at initiation, 38,000 when the bodies were aligned, and 60,000 at
the end. Inlets and outlets were at +14.6 m and lateral boundaries
at +4.69 m.

Thus, it was determined that although an unstructured mesh
strategy could work for this type of simulation (and indeed would
save a great deal of time in mesh generation), it was not a viable
solution. In future it will be necessary to ensure this method, or a
similar one, can be made to function appropriately, as we shall
require the possibility of enabling more complex overtaking ma-
neuvers, as simulations become increasingly more realistic.
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FLUENT 6.2 (2d, segregated, dynamesh, ske, unsteady)

Fig. 2 Deforming region of the mesh
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Nov 02, 2005

Grid (Time=2.4000e-01)
FLUENT 6.2 (2d, segregated, dynamesh, ske, unsteady)

Fig. 3 “Oversized” cells adjacent to overtaking body
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Fig. 4 Final mesh strategy: x/L=5.5

2.2 Structured Mesh. At present, the only viable alternative
is to use a structured grid with sliding interfaces and make heavy
use of grid adaption. This means that as the overtaking body ap-
proaches, cells can be adapted to provide the necessary refinement
to capture the complex flow around the body. Furthermore, as the
overtaking body departs, the cells can be recoarsened to reduce
the cell count, and hence ensure the solver focuses its computa-
tional effort in the regions of interest.

In undertaking to use adaption, one discovers that there is no
suitable quantity to refine or coarsen on gradients or curvatures of.
Thus, region-based adaption is performed according to the results
of mesh convergence studies on the bodies in static, staggered
configuration. The final mesh strategy is illustrated in Figs. 4-7.

2.3 Numerical Model. An accurate representation of the real-
life case was sought, while maintaining a reasonable time scale
for the simulations. Due to the limited experimental research in
this field, data for isolated bodies were used to draw comparisons.

The preliminary flow field was obtained by initializing from
inlet boundary conditions and then running the case as steady-
state in static configuration with SIMPLE pressure—velocity cou-
pling for 1000 iterations. The solver was then switched to un-
steady, maintaining the static configuration and running with
PISO NITA to a flow time of 2 s to enable the flow to fully

IEREEENUERUBEEN

Fig. 6 Grid with x/L=1

develop. The time-step was dr=2-10"%s.

As a variant of the k-& turbulence model was used, the QUICK
scheme was not utilized, so as to avoid any possible overshoots
which can lead to negative production [27]. Second-order upwind-
ing was sufficient; neither QUICK nor a third-order scheme was
deemed to offer any significant benefit.

2.4 Turbulence Model. For the level of detail desired in this
study, the authors have limited themselves to two-equation turbu-
lence models. Three two-equation turbulence models (standard
k-g, RNG k-g, and k-o SST) were assessed on their ability to
accurately predict the drag coefficient Cp and Strouhal number of
the vortex shedding, St, by comparison with experimental results
from slender bluff bodies.

Of the available options, the RNG k-& model fared the best and
was thus adopted. The ability of this model to predict the flow
phenomena around such bodies is assessed in the discussion
below.

Correct selection of a turbulence model is essential in simula-
tion of complex flows such as the present one. The ability to
predict flow behavior is critical in ensuring that coefficients of
drag and side force, as well as frequency of vortex shedding, are
accurately captured. Only two-equation models are capable of
achieving this to an appropriate level.

Fig. 5 Grid with x/L=3
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Fig. 7 Grid with x/L=0
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Table 1 Comparisons of numerical accuracy via dependent
variables.

Item  Experiment”  Standard k-6  RNG k-8 k-o SST
St 0.16 — 0.168 0.159
Cp 1.3 1.05 1.15 1.23

3 Results

The 2D bodies that have been investigated have cross-sectional
aspect ratio of =2.7. The models lengths were /=0.2723 m and
L=0.7308 m. Thus, experiments on slender bluff bodies with
similar aspect ratio are a relatively close approximation. Okajima
[28] performed investigations of Strouhal numbers of rectangular
cylinders for a relatively low range of Reynolds numbers (Re
=70 to 2 X 10%). These were limited to cylinders with aspect ra-
tios with integer values from 1 to 4. A Strouhal number of =~0.08
was found for a body with an aspect ratio of 2 and Re=10* and
above.

A body with aspect ratio 3 shows widely scattered results in the
range Re=700-5000. This is due to a two-mode vortex shedding,
as there is a small peak in the lower-frequency range, in addition
to the dominant peak. Above Re= 1220, two differing signal
waves appear.

Norberg [29] and Taylor and Vezza [30] have produced inde-
pendent reviews of other authors’ work and each show a consid-
erable range of results. For example, there is a high dependency
on the aspect ratio and the range from 2.5 to 3 is seen to be
particularly critical. Results for an aspect ratio of 2.5 show St
~(.07, whereas a step change occurs before an aspect ratio of 3
giving values of St between 0.15 and 0.18. Clearly, this is very
close to a critical aspect ratio as shown by the discrete vortex
model (DVM) of by Taylor and Vezza. However, the Cp shows
less sensitivity and Cp=1.3 is apparent. The authors were unable
to locate papers detailing the effects on Cg and Cy5.

3.1 Quasi-Steady Analyses. Vortex shedding phenomena
from slender bluff bodies is time dependent and unsteady by its
nature. However, this behavior is repeatable, and does not alter
from one cycle to the next. Thus, the average Cp, RMS value of
side force and Strouhal number of the flow are constant and can
be considered to be “quasi-steady.” Therefore, in the present simu-
lations the term “unsteady” was reserved for the case where dy-
namic overtaking occurs, as the resulting behavior is not repeat-
able, and hence cannot be classified in the same way.
Experimental results for slender bodies were compared with those
from the present simulations as a measure of accuracy.

The perturbed coefficients are relatively large. However, if one
considers two rectangular prisms passing at these speeds, it must
be recognized that the fluid is forced into an extremely narrow
aperture at very high speed. As this is a 2D case, there is nowhere
else for the fluid to go. Hence the very high peaks.

Table 1 shows results for the three turbulence models assessed.
With the standard k-e model the overprediction of TKE was
highly apparent. This produced an excessive effective viscosity
which acted to damp out flow oscillation in the wake of the body.
Thus, no vortex shedding was observable, and the model was
quickly deemed inadequate. Although the k-w SST model pro-
duces results closer to experiment than the RNG k-& model, it
required a more refined mesh to do so. As the results from the
RNG k-& model are not unreasonable, this is the more attractive
model as we are able to perform simulations considerably faster.

3.2 Dynamic Simulations. Dynamic simulations were con-
ducted using the flow field described above as a starting point. In
each case, four passes were conducted using different starting
points in each case. As the bodies are 2D, the cyclic vortex shed-
ding needed to be taken into consideration. Thus, four starting
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points were selected where the side force was at a maximum
(positive), minimum (negative) and in both cases where it is
neutral—crossing the x axis from both the positive and negative
sides. The four sets of results were then averaged in each case to
provide a coefficient history independent of the point in the vortex
shedding cycle at which the overtaking process began.

3.3 Unsteady Analysis. Force and moment coefficient histo-
ries for the overtaken body are shown in Figs. 9-14. One can
begin by making some general comments on these results. In all
cases there is a peak in Cp occurring at the nose passing point
(x/L=1). At the same point a negative peak is seen in both the
side force and yawing moment coefficients.

Around X/L=0.5, the drag returns to approximately its undis-
turbed value. Meanwhile a second, smoother, negative peak is
seen in the side force. The yawing moment changes sign and
reach a positive peak. As the two bodies align (X/L=0), oscilla-
tions are seen in the Cp. The side force rises rapidly as the yawing
moment falls. Between —0.5>X/L>—-1 the side force shows a
positive peak and yawing moment is again at a negative peak. The
magnitude of the second negative peak in yawing moment varies
in relation to the first as described below. After X/L=~ -1, quali-
tatively similar oscillations are seen in all coefficients. These vary
with overtaking speed and/or lateral separation.

3.3.1 Effect of Relative Velocity. Figures 9—11 show the effects
of varying the relative velocity of the two bodies. In all cases an
increase in relative velocity yields an increase in the peak coeffi-
cients. Differences in the points at which secondary peaks occur
are evident. It is generally observed that the higher the relative
velocity, the later in the passing process the secondary peaks oc-
cur. The exception to this is in the case of side force where the
secondary negative peak occurs earlier with increasing relative
velocity.

3.3.2  Effects of Lateral Separation. Figures 12—14 show the
effects of varying lateral separation between the two bodies. There
is little variation in the peak Cp and subsequent wave form. The
largest separation (Y/[=0.7) gives a marginally lower peak. The
side force is relatively similar for Y//=0.7 and Y/[=0.5; at Y/I
=0.25 there is a noticeably different wave form with the primary
negative peak being considerably sharper than at greater separa-
tion; the secondary peak occurs sooner. The third negative peak is
markedly lower than at greater separation. The yawing moment
coefficient shows the greatest negative peak with the smallest
separation. However, the secondary and tertiary peaks are the
smallest.

4 Discussion of the Passing Maneuver

The various phases of the passing maneuver are described in
detail. A flow visualization for some critical steps is shown in Fig.
8. This case refers to a relative speed V,=20 m/s, and separation
Ay/1=0.25.

4.1 The Approach: X/L>1. As the overtaking body ap-
proaches, there is an increasingly negative yawing moment on the
overtaken body (Fig. 11). This clockwise moment is induced
partly by the high pressure region fore of the overtaking body
impinging on the aft inner surface of the overtaken body. More-
over, there is an asymmetric flow that is induced over the over-
taken body. Hence the flow separation from the overtaken body’s
leading edge is induced to reattach at the aft inner surface, while
shifting the core of the outer recirculating flow to the aft outer
surface. The respective increase and decrease in pressure intro-
duces a pressure inequality across the rear of the overtaken body,
which acts to turn it in an clockwise manner—pulling its nose into
the path of the overtaking body.

4.2 Nose Passing: X/L=1. This is the most interesting point
in the present study as there is consistently a large increase in the
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Fig. 8 Particle tracks at four positions. Top vehicle overtakes bottom vehicle from the right; V,=20 m/s, Ay/I1=0.25.

drag of the overtaken body. The drag rise varies in relation to V,
and Ay/l. Observation of velocity vectors and contour plots
clearly show that the air is squeezed by the rapid advancement of
the overtaking body toward the overtaken body. This causes the
flow to accelerate rapidly or squirt through the narrow gap pre-
sented to the flow, causing the maximum flow velocity encoun-
tered at any point in the passing to occur. The acceleration causes
a pressure drop. However, it also induces flow separation from the
inner trailing edge, and the recirculation acts to further reduce the
pressure in this zone. Thus, a twofold effect acts to induce a very
low pressure aft of the body for a very short time, and the pow-
erful, yet exceptionally brief, drag pulse is found.

In comparing the magnitude of the Cp, at this point, it is noted
that the effect of the overtaking body’s relative velocity cannot be
ignored (Fig. 9). Simultaneously, the stagnation of flow at the aft
inner surface acts to induce a negative side force and negative
(clockwise) yawing moment in all cases. (Note: the negative Cyy,
is not present in the case of static overtaking.)

Observation of contours of dynamic pressure shows that the
pressure loss bound into the acceleration of the fluid, and hence
the pressure drop caused by this acceleration. The focus of the
pressure drop—the lowest value of static pressure observed—
occurs closer to the body than the centreline of the accelerated
flow. Therefore the recirculation produces the major contribution
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to the drag seen.

In the actual road conditions, this would have a greater effect
with an overtaking lorry than a car. A car bonnet is lower and
allow a larger flow, whereas a lorry restricts more of the flow and
creates greater separation.

4.3 Nose to Center: X/L=0.5. As the nose of the overtaking
body passes the central region of the overtaken body the drag
returns to a more or less normal value. However, the side force
remains negative. This finding agrees with experimental results
(Note: the sign convention is the reverse of the results of Noger et
al. [21)).

The yawing moment shows the most interesting result: it ex-
ecutes a rapid sign change and marked positive peak. This induces
an anticlockwise moment on the overtaken body, due to the vari-
ous points of flow stagnation and separation, and the consequent
pressure field. The high pressure trapped at the front of the over-
taking body (along with separation at the fore outer surface of the
overtaken body) yields the strong, positive yawing moment.

4.4 Parallel Alignment: X/L=0. At the highest V,, little
change is seen from the previous position. However for V,
=15 m/s and below, the yawing moment becomes neutral, as
shown in Fig. 11. There is still a high pressure between the bodies,
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Fig. 9 Cp history of the overtaken body at various relative speeds, lateral

spacing y//1=0.25

and low pressure at the fore outer surface, due to separation. This
means that the outwards directed (negative) side force remains
high.

4.5 Tail to Center: X/L=-0.5. At the highest V,, a minor
trough in Cp appears. This is unique to the highest velocities, and
is an example of the domination of vortex shedding on the 2D
case. The overtaking body has shed a vortex from its outer trailing
edge into the now mutual wake of the two bodies. This clockwise
spinning vortex is drawn inwards, towards the overtaken body and
in so doing pulls fluid from the outer wake, throwing this against
its trailing edge. Here it stagnates, increasing the pressure and
momentarily decreasing the drag on the overtaken body. Note that
this occurs irrespective of lateral separation. Yet, it is highly de-
pendent on the relative velocity. Indeed, there is a clear increase in
the drag with decreased V, at this point (Fig. 9). This result is
indicative of a timing-related issue.

At this point there is a positive peak in side force. Depending
on relative velocity, another sign change for yawing moment and
a negative peak occur. The positive side force is yielded from a
threefold effect. First, flow between the bodies is now almost
exclusively aligned with the free stream and hence accelerates
through the gap, causing a drop in pressure (the Bernoulli effect).
As the rear of the overtaking body is now around the center of the
overtaken body, separation from the overtaking body’s inner trail-
ing edge further acts to reduce the pressure seen at the inner
surface of the overtaken body. Finally, the action of the aforemen-

sl

tioned vortex throwing fluid against the rear of the overtaken body
induces an anticlockwise separation at the aft inner surface of the
overtaken body. These three factors combine to produce an over-
riding pressure drop and the positive side force seen. The side
force is affected by lateral separation and decreases as Ay/[ in-
creases. The mechanism appears to be due to the rapid accelera-
tion of flow between the bodies in the case of the smallest sepa-
ration, which causes a pressure drop and sucks the overtaken body
inwards. The diminished acceleration with increasing lateral sepa-
ration reduces this effect, and hence separation from the fore outer
surface becomes increasingly dominant. The effects of relative
velocity are less well defined. Figure 10 shows the poor correla-
tion at this point.

4.6 Tail Passing: X/L=-1. Drag and side force appear
largely disaffected by this particular configuration. The same ef-
fects as the previous stage continue. However, the yawing mo-
ment shows great susceptibility to the mechanisms occurring at
this point, as shown in Fig. 11. The acceleration of flow between
the bodies and separation at the inner trailing edge of the overtak-
ing body is now focused between the fore inner surface and the
aerodynamic center of the overtaken body. This effect occurs ir-
respective of V, (albeit earlier at lower V,) or Ay/l, and produces
a clockwise moment on the overtaken body.

The reversed flow over the rear of the overtaken body now
induces separation at the aft outer edge. The reversed flow also
causes the vortex emanating from the overtaking body’s inner

e - Vr=5mys
— — — = Vr=10m/s
— — — = Vr=15m/s
Vr =20m/s o
L \
Ottt bt gy ] e
—~ -

X/L

Fig. 10 Cg history of the overtaken body at various relative speeds, lateral

spacing y/1=0.25

364 / Vol. 129, MARCH 2007

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



STy R

Fig. 11
spacing y/1=0.25

trailing edge to be pushed forward, and its focus occurs adjacent
to the fore inner region of the overtaken body. The vortices work
together to increase the clockwise moment. However, due to their
dependence on V, the point at which they contribute most varies,
as seen in Fig. 11. Interestingly, increased lateral separation acts to
increase the magnitude of the moment, as shown in Fig. 14. The
reason is due to increased flow being allowed through the gap, and
more energetic separation from the overtaken body’s fore inner
surface.

4.7 Departure: X/L=-2. Finally, the effects of the overtak-
ing body’s departure have been observed. The only consistent
phenomena identifiable in the present study is that at V,
=20 m/s and for Ay/1=0.5 and 0.7 there is a strong negative peak
in side force. As the gap between the bodies opens up, the over-
taking body’s inner trailing edge vortex loses strength, the outer
trailing edge vortex grows rapidly and sheds with great power.
This then whips the overtaken body—creating asymmetric flow,
inducing stagnation on the inner surface, and exacerbating sepa-
ration over the outer surface. The resulting pressure differential
creates a significant negative side force on this body.

4.8 Coefficient Histories—By Coefficient. By observation of
the locations at which peaks, troughs and changes of sign occur, it
is found that higher relative velocities show good correlation in
terms of their coefficient histories (Fig. 12). It is observed that the

Cyz history of the overtaken body at various relative speeds, lateral

higher the relative velocity, the higher the time delay for the yaw-
ing moment peak. In the case of side force, the secondary negative
peak becomes closer to the first with increasing relative velocity.

Decreasing the lateral separation between 3D vehicles is known
to cause an increase in the peaks of side force and drag coeffi-
cients [3,15]. In our case it is not apparent, and secondary peaks
are actually increased. Due to a fixed lateral separation between
bodies, the large-scale flow between the bodies will be re-
established at a very specific moment. This occurs earlier for
larger lateral separation and later for smaller separation. The pre-
cise moment at which this impetus occurs affects wake stability. If
it is directed so as to counteract a pre-existing side force or yaw-
ing moment, then the oscillations of these coefficients may well
be seen to dampen momentarily. If the impetus acts to coincide
with a pre-existing force or moment, it will be seen to enhance
this again, albeit momentarily.

The upshot is that consistent decreases or increases in lateral
separation cannot be authoritatively determined to produce posi-
tive or negative contributions to the body’s forces and moments.
The details of this aspect of the flow are too specific and require
further study. Suffice to say at this stage that during separation.
Once the overtaking body has passed, the coefficients of the over-
taken body are seen to show little correlation in terms of the
lateral separation.

Ayl1=0.25
— —— Ay/l=05
— — — —Ayl=07

Fig. 12 Cj history of the overtaken body at various lateral spacings, relative
speed=20 m/s
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Fig. 13 Cgs history of the overtaken body at various lateral spacings, relative

speed=20 m/s

4.9 Drag Coefficient of the Overtaken Body. In Fig. 12
there is a peak in the Cp, of the overtaken body as the overtaking
body reaches the nose passing position. This occurs regardless of
overtaking velocity (it is seen in the static, staggered configura-
tions also) or separation (in terms of those tested). Although in the
case of overtaking at 10 m/s, there is still a peak at the exact
location as all others, but this is superseded by a second, larger
peak shortly afterwards for larger separation.

The peak Cp is found to be around 5 for the case of V,
=20 m/s and Ay/l of 0.25 and 0.5. Lateral separation of 0.7 re-
turns a lower peak Cj between 4.3 and 4.4. The peak occurs at
nose passing where the leading edge of the overtaking body is in
line with the trailing edge of body 1, as described earlier.

In 3D an increase in peak drag with decreased lateral separation
is noted. These increases are due to the increased velocities expe-
rienced as the squeezing effect is enhanced by the narrower gap.
Lateral separation is observed to produce similar effects in the
case of 2D dynamic overtaking (Fig. 12).

4.10 Side Force Coefficient of the Overtaken Body. In Fig.
13 the side force shows a clear, negative peak at, or immediately
after the nose passing situation. This is followed by a secondary
negative peak, which is greater than the first at V,=10 m/s,
caused by separation from the fore outer surface being re-
established and inducing low pressure compared to the high pres-
sure between the bodies. Then there is a swift sign reversal as the
two bodies leave alignment (after parallel configuration). In-
creased separation enhances the secondary negative peak, causing
it to largely combine with the primary peak. Ultimately, at Ay/l
=0.7 only one definite peak occurs, with only a minor step in the
wave form immediately afterwards.

Decreased relative speed diminishes the primary negative peak.
Yet, it has minimal effect on the secondary negative peak down to
V,. of 10 m/s. Below this speed, the side force exhibits a very
erratic behavior (Fig. 10). The sign reversal occurs at or around
X/L=-0.2 at V,=20 m/s. As V, decreases and Ay increases it is
not possible to assert a reliable point at which the side force
changes sign, if at all.

The side force is relatively similar for Ay//=0.5 and Ay/]
=0.7. Ay/1=0.25 yields a noticeably different wave form with the
primary negative peak being considerably sharper than at greater
separation and both negative peaks occurring sooner at higher V,.
For V,=10 m/s there are clear effects on the side force magnitude
and timing.

After the overtaking body has passed, the overtaken body ex-
hibits large side force oscillations as the wake of the overtaking
body—which is moving faster and thus imparting more energy to
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the flow—interferes with the flow field. The faster the overtaking
body, the lower the periodicity of the side force oscillations on the
overtaken body. These oscillations are sometimes found to be of
similar magnitude to the case of two bodies in close proximity.

4.11 Yawing Moment Coefficient of the Overtaken Body.
In Fig. 14 the yawing moment shows a negative (clockwise) peak
at the nose passing point. Then there is a sign reversal, with a
strong positive peak occurs. The sign then reverses again, and a
negative peak occurs. After this point, wide variations in behavior
are seen and no consistent behavior is identifiable, except for V,
=10 m/s where a third negative peak occurs immediately after
departure of the overtaking body.

Increased V, enhances all the effects seen (Fig. 11). Increasing
Ay shows an interesting behavior: decreasing the initial negative
peak and increasing the magnitude of the subsequent positive and
secondary negative peaks at the higher relative velocities (Fig.
14).

The timing of the second negative peak is greatly affected by
the relative velocity of the two bodies. Also the timing of certain
flow phenomena, such as a sideways whipping motion, or stabili-
zation of asymmetric flow, can reasonably be assumed to be
largely affected by the rate at which two bodies pass.

5 Conclusions

Dynamic overtaking between two pseudo-two-dimensional
slender bodies exhibits similarities and differences with the case
of two 3D bodies. High drag at the nose passing situation does not
seem to have been formally identified elsewhere. The “squeeze
and squirt” effect and associated flow stagnation and separation
yield high drag, high side force and high yawing moment at this
point. These increase in magnitude with increasing relative veloc-
ity and/or decreasing lateral separation.

The “push—pull” side force seen in 3D tests was seen in the
cases presented, although the push was consistently at nose pass-
ing, and the pull in our case occurs after the parallel configuration.
This result is in stark contrast to the 3D case, where the timings
appear highly dependent on the relative velocity. In the present
case, clear flow stagnation and separation behavior dominate, and
thus the effects are largely independent of V, or Y/L.

The rapid fluctuation of yawing moment was recreated in the
present computations, and agrees well with the 3D case, although
direct comparisons could not be done. Thus, the nose and tail
passing situations yield similar effects in producing specific flow
patterns at the interference of the two corners.

Lateral separation was not a clear determinant of the magni-
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tudes of side forces encountered within the range investigated and
shows a greater effect on the timing of peaks and troughs. Forces
vary little with lateral separation compared to relative velocity.

Overall, there is good qualitative agreement with 3D experi-
ments, with the exception of side force at parallel configuration
being of opposite sign. A number of specific flow characteristics
causing these effects have been identified. The authors are confi-
dent that further studies and simulations of the 3D case will yield
the same stagnation and separation phenomena. Moreover, it was
shown that increasing relative velocities and decreasing lateral
separations increase the forces and moments a body encounters
when overtaken.

The most inconclusive result was the rapid fluctuation of yaw-
ing moment which, in the case of a real vehicle, could easily lead
to disastrous consequences. This is especially true where contrib-
uting factors such as low vehicle mass, high susceptibility to aero-
dynamic inputs and adverse driving conditions are present.
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Experimental Study on
Flow-Induced Disk Flutter
Dynamics by Measuring the
Pressure Between Disks

It is important to clarify the characteristics of flow-induced vibrations in hard disk drives
in order to achieve an ultrahigh magnetic recording density. In particular, it is necessary
to reduce the flow-induced disk vibrations referred to as disk flutter. This paper describes
the correlation between the disk vibration amplitude and the pressure fluctuation between
a pair of high-speed corotating disks. It also reveals the effects of the arm thickness and
arm shape on the disk vibrations and the static pressure between the disks. The disk
vibrations were measured using a laser Doppler vibrometer (LDV). The static pressure
downstream of the arm between a pair of narrow disks was measured by a method in
which a side-hole needle was used as a measurement probe. In addition, the direction of
air flow along the trailing edge of the arm was measured using a hot-wire anemometer.
The experimental results revealed that the arm inserted between the disks suppresses the
disk vibrations. However; the shape and thickness of the arm did not quantitatively affect
the disk vibrations. The root-mean-square (RMS) static pressure fluctuation downstream
of the arm decreased remarkably, whereas the mean static pressure increased when the
arm was inserted between the disks. Furthermore, the circumferential variations in both
the RMS and mean static pressures reduced when the arm was inserted. Therefore, it is
suggested that the disk vibrations are excited by an increase in the static pressure fluc-
tuation, mean dynamic pressure, and circumferential variation in the static pressure
between the disks. Consequently, the disk vibrations can be suppressed by inserting the
arm or a spoiler. [DOI: 10.1115/1.2427086]
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1 Introduction

The data storage industry has continuously enhanced the capac-
ity and performance of hard disk drives (HDDs) by increasing
their track density and disk rotational speed. However, high-
density drives have a very narrow track width, and high-speed
disk rotation produces a high airflow velocity that causes disk
vibrations referred to as disk flutter. This can result in track mis-
registration (TMR) that leads to a positioning error of the read/
write head. Therefore, it is important to clarify the excitation
mechanisms of the disk vibrations and develop a technique for
designing low-vibration HDDs in order to achieve an ultrahigh
magnetic recording density.

Thus far, many numerical simulations and experimental studies
on flow-induced disk vibrations in HDDs have been reported.
McAlister [1] experimentally demonstrated a significant effect of
such disk vibrations on the position error signal. Humphrey et al.
[2] showed that the fundamental structure of the unobstructed air-
flow field between shrouded corotating multiple disks is divided
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into five regions—rigid body rotation, circulation, Ekman bound-
ary layer, shroud boundary layer, and transition—as shown in Fig.
1. Herrero et al. [3] reported that this air flow field maintained a
steady axisymmetric structure at small Reynolds numbers (Re)
and small interdisk spacing to disk radius aspect ratios (4); how-
ever, it changed to an unsteady nonaxisymmetric structure at large
values of Re and h. Moreover, Fukaya et al. [4] indicated that this
unsteady nonaxisymmetric flow caused pressure fluctuations on
the disk; therefore, the small phase difference between the pres-
sure fluctuations on both sides of the disk excited the eigenmode
of its elastic vibrations.

On the other hand, Ono and Maeda [5] proposed squeeze air
damping by simply setting a flat surface close to the disk with a
clearance of <300 wm and showed a significant effect of damp-
ing on the disk vibrations. Imai et al. [6] and Imai [7] also showed
that reducing the disk-shroud spacing and the shroud-opening
angle could effectively reduce the disk vibrations. Heo et al. [8]
reported that the disk flutter could be suppressed by using an
extended shroud. Thus far, however, the pressure distribution be-
tween the disks has not been measured experimentally. The pre-
cise excitation mechanism of the disk vibrations has not yet been
elucidated because its behavior is very complicated.
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Fig. 1 Schematic of flow field between disks

To investigate this mechanism, the authors [9] experimentally
studied the interaction between the disk vibrations and the air flow
in HDDs and showed that the disk vibration amplitude depends on
the fluid density in the HDD. It was concluded that the pressure
fluctuation due to an unsteady airflow between the disks must be
measured precisely in order to clarify the excitation mechanisms
of the disk vibrations. However, this is very difficult because the
distance between the disks is too small to measure pressure by the
conventional method that employs typical pressure sensors.

Therefore, the purpose of this study is to develop a suitable
measurement method for the static pressure between the disks and
experimentally investigate the correlation between the flow-
induced disk vibrations and the static pressure in order to assist
the design of low-vibration HDDs. In particular, we developed a
method in which a side-hole needle is used as a probe for mea-
suring the static pressure between the disks. The static pressure in
a region downstream of the arm was also measured by this
method. We measured the disk vibrations by using a laser Doppler
vibrometer (LDV) and studied their correlation with the static
pressure between the disks. The effects of the thickness and shape
of the arm on the disk vibrations and static pressure were exam-
ined experimentally.

2 Experimental

2.1 Experimental Apparatus. Figures 2 and 3 and Table 1
show the schematic diagram, sectional view, and specifications of
the HDD model used in the experimental apparatus, respectively.
The experimental apparatus comprised a ball-bearing spindle of
an actual drive, two corotating disks, and a model arm inserted
between the disks. The disks were made of aluminum and their
thickness was 1.0 mm. In the operating state, the rotating disks
were covered by a top cover and a shroud, as shown in Fig. 3.
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Fig. 2 Schematic of HDD model
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However, a part of the shroud was opened in order to insert an
arm between the disks. The top cover was used to support the
spindle at the top in order to reduce its vibrations.

Figure 4 shows the model arm inserted between the disks. Sev-
eral arms were prepared to investigate the effect of their thickness
and shape on the disk vibrations. Three different arms with thick-
nesses of 1.0 mm, 1.2 mm, and 1.4 mm were tested. Another arm
without holes and 1.0 mm in thickness was also examined. The tip
thickness of each arm in the swage region was 0.95 mm, and the
head-gimbal assembly (HGA) was removed. Hereafter, the condi-
tions that correspond to the use of the arms with thicknesses of
1.0 mm, 1.2 mm, 1.4 mm, 1.0 mm (without holes), and the arm
block will be referred to as t10, t12, t14, no-hole, and “without
arms,” respectively. All experiments were conducted under the
condition that each arm was positioned at the inner diameter of
the disk and the disk rotational frequency was 10,000 rpm. The
disk-to-shroud spacing was maintained constant at 0.5 mm.

Table 2 lists the natural frequencies of the disk calculated by the
finite element method (FEM). It is well known that when the disk
rotates, the natural frequency divides into two wave modes that
correspond to the forward and backward traveling waves; these
modes generally depend on the disk rotational frequency [10].

Table 1 Specifications of the experimental setup

Item Specification

Disk size (mm)
Disk number
Disk thickness (mm) 1.0

¢ 84 (3 in/Al)
2

Disk rotational speed (rpm) 10,000
Disk-to-shroud spacing (mm) 0.50
Disk-to-disk spacing (mm) 1.84

=
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Fig. 4 Schematic of arm inserted between disks

Table 2 Natural frequencies of the disk

0 1 2 3
1042 1004 1157 1914
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Fig. 5 Schematic of experimental setup for measuring disk vi-
brations and pressure distribution

2.2 Experimental Procedure. Figure 5 shows the schematic
of the experimental setup for measuring the disk vibrations and
the static pressure between the disks. These were measured simul-
taneously to precisely investigate their interrelationship. The fol-
lowing is a detailed description of the measurement methods.

2.3 Disk Vibrations. The transverse vibration of the upper
disk at point A, which is 2 mm from the disk rim, was measured
by using the LDV. Its output was fed to the digital oscilloscope
through the bandpass filter, which was set at 50-5000 Hz, and
stored in a computer. The sampling frequency was set at
10,000 Hz after considering the natural frequencies of the disk
determined by the FEM.

2.4 Static Pressure Between Disks. A pressure sensor was
used to measure the static pressure between the two high-speed
corotating disks. The sensor comprised a differential pressure
transducer and a side-hole needle as the measurement probe. The
specifications of the sensor are listed in Table 3. Figure 6 shows
the schematic of the method for measuring the static pressure
between the disks. The length of the pressure sensor probe was
sufficient for inserting it at the disk inner diameter between the
co-rotating disks. The outer and inner diameters of the probe were
1.07 mm and 0.69 mm, respectively. The side-hole diameter was
0.40 mm. When the probe was inserted between the disks, the side

Table 3 Specifications of the pressure sensor

Item Specification

Sensor type Differential pressure

transducer
Sensitivity (Pa/mV)
SNR (dB) 68
Natural frequency (Hz) 6k
Inner diameter of the probe (mm) 0.69
Outer diameter of the probe (mm) 1.07
Side-hole diameter of the probe (mm) 0.40
Disk
3t 4 0.50
- / i _ 19107
[ 570N

V4 \
Probe  Hole( ¢ 0.40)

Fig. 6 Schematic of method for measuring static pressure be-

tween two disks using pressure sensor
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Fig. 7 Static pressure in wind tunnel (calculated versus ex-
perimental results)

hole was parallel to the air flow direction. Thus, the method for
measuring the static pressure between the disks was similar to the
Pitot tube method. In this case, the Helmholtz and organ-pipe
resonance frequencies of the probe were ~2635 Hz and
~4605 Hz, respectively. Hence, it was considered that the pres-
sure sensor probe did not resonate with the air flow between
the disks. The static pressure was calculated using the Bernoulli
equation,
2
P, =P + pv
2
In Eq. (1), P, is the total pressure; P;, the static pressure; U, the
airflow velocity; and p, the air density (1.2 kg/m?). In this study,
P, was defined as the atmospheric pressure and expediently set to
0 Pa. Therefore, Eq. (1) was modified and used to calculate P as
follows:

(1)

2
p=22Y
2

Moreover, U was measured using a hot-wire anemometer. Fig-
ure 7 shows the relationship between the calculated and experi-
mental results of the static pressure in the wind tunnel. It is ob-
served that the experimental and calculated results are in
agreement. However, the difference between them increases with
U. Hence, P; may not be measured precisely when U >40 m/s.
On the other hand, it is considered that U <40 m/s because the
circumferential velocity of the disk at its rim exceeds 40 m/s.
Therefore, it is confirmed that the static pressure can be measured
precisely by using the measurement probe.

However, the static pressure between the disks could not be
measured precisely in the HDD model. This was because the air-
flow between the disks was disturbed by the insertion of an ob-
stacle such as the measurement probe, as reported by Suzuki and
Humphrey [11]. On the other hand, Usry et al. [12] indicated that
this disturbed airflow between the disks recovered within one
revolution of the disk. Therefore, in this study, we decided to
measure the static pressure between the disks by inserting the
probe downstream of the arm at the points shown in Fig. 8. This
method for measuring the airflow velocity between the disks was
reported by Watanabe et al. [13]. It was considered that the static
pressure could be measured by this method without the influence
of the probe on the airflow between the disks.

Figure 9 shows the mean static pressure at the points depicted
in Fig. 8. The calculated results were obtained using Eq. (1) and
the airflow velocity measured with the hot-wire anemometer. The
experimental and calculated results were almost in good agree-
ment. However, the difference between them was large at the
inner diameter (Indices 1-5). Therefore, the static pressure at the

2)
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Fig. 8 Schematic of static pressure measurement points
downstream of the arm

inner diameter may not be measured precisely. Yet, we believe
that the static pressure measured by this method provides impor-
tant information because the pressure at the outer diameter mainly
affects the disk vibrations [7]. Hence, it was confirmed that the
static pressure from the outer to the middle diameter between the
disks could be measured satisfactorily by this method. In this case,
the magnitude of fluctuations and the phase of the static pressure
in the side-hole part and the transducer may be different because
the pressure sensor probe was a long and thin tube. In other
words, the change in the magnitude of fluctuations and the phase
lag may be caused by the effect of the volume and resistance of
the probe. However, we believe that they can be ignored because
the purpose of this study is to make a relative comparison of the
static pressure between the disks under various conditions. Fi-
nally, all the results obtained in this study were reproducible.

3 Results and Discussion

3.1 Disk Vibrations. Figure 10 shows the spectra of the
transverse vibration at point A on the upper disk (in Fig. 2) and
compares the cases of t10, t12, t14, no-hole, and without arms.
The solid curve indicates the case without arms. The other curves
correspond to the cases in which the four arms are inserted be-
tween the disks. In Fig. 10, (m,n) represents the vibration mode of
m nodal circles and n nodal diameters; B and F represent the
backward and forward traveling waves, respectively. Several
peaks resulting from the runout and vibration modes of the disk
are observed. Moreover, the amplitude of each disk vibration
mode in the case without arms is the largest. However, it appears
that the thickness and shape of the arm do not affect the reduction
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Fig. 9 Static pressure downstream of the arm between disks
(calculated versus experimental results)
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Fig. 10 Experimental results of disk vibration at disk rim

in the disk vibration amplitude. This is because the difference
between the amplitudes of the frequency components of the disk
flutter is small. In general, it is considered that disk vibrations
increase when the arm is inserted between disks because the dis-
turbed flow induces disk vibrations. However, the present results
indicate an opposite tendency. Therefore, in order to clarify this
phenomenon, it is necessary to measure the static pressure distri-
bution between the disks with and without the insertion of the arm
between them.

3.2 Static Pressure Fluctuation Between Disks. Figure 11
compares the radial distributions of the power spectral density
(PSD) of the static pressure fluctuation between the disks in the
cases of t10, t12, t14, no-hole, and without arms. In each case,
several large power spectra are observed; they correspond to a
multiple of the disk rotational frequency. Therefore, the static
pressure between the disks fluctuates strongly due to disk runout.
Large power spectra from the middle to the outer region of the
disk (Indices 16-28) and the runout frequency are observed only
in the case without an arm. In the high-frequency components of
these spectra (encircled with a solid line, Fig. 11(a)), the power
spectra corresponding to the (0,1)B mode of the disk vibrations is
also confirmed. Furthermore, at indices 13 and 14 (encircled with
a dashed line, Fig. 11(a)), large power spectra are produced over a
wide frequency range. Therefore, it appears that the airflow field
between the disks in the case without arms is extremely compli-
cated because the static pressure fluctuation is very high and its
frequency range is very wide. On the other hand, when the arm is
inserted between the disks, power spectra similar to those in the
case without arms are not observed (although the runout compo-
nents are observed), and the magnitude of the spectra is generally
low. Consequently, it is found that when the arm is inserted be-
tween the disks, the static pressure and airflow fluctuations be-
tween them are considerably less than those in the case without
arms.

We also investigated the static pressure distribution not only
near the arm but also downstream of it because it is considered
that the static pressure fluctuation at the shroud opening affects
the disk vibrations significantly. Figure 12 shows a schematic of
the static pressure measurement region downstream of the arm.
The method for measuring the static pressure is the same as that in
Fig. 6. Figure 13 compares the distributions of the root-mean-
square (RMS) static pressure fluctuation between the disks in the
cases of t10, t12, t14, no-hole, and without arms. An extremely
large fluctuation in the static pressure is observed in the outer
region of the disk only in the case without arms. Furthermore, the
largest fluctuation in the static pressure occurs near indices 13 and
14 (encircled with a solid line, Fig. 13(a)), where large power
spectra are observed over a wide frequency range in Fig. 11(a).
On the other hand, when the arm is inserted between the disks, the
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Fig. 11

RMS static pressure fluctuation is considerably less and its distri-
bution is generally more uniform than that in the case without
arms. In addition, its circumferential variation is significantly less
than that in the case without arms.

These experimental results indicated that the static pressure
fluctuation downstream of the arm was reduced remarkably by
inserting the arm between the disks. It was also confirmed that the

372 / Vol. 129, MARCH 2007
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FFT results of static pressure fluctuation downstream of the arm between disks

power spectra corresponding to the (0,1)B mode of the disk vibra-
tions were produced in the PSD without arms. On the other hand,
the experimental results of the disk vibration measurement shown
in Fig. 10 revealed that the vibrations reduced when the arm was
inserted between the disks. Shimizu et al. [14] performed a large
eddy simulation (LES) and showed that the pressure fluctuation
between the disks was correlated with the disk vibration ampli-
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tude. Therefore, it is suggested that this amplitude is strongly
correlated with the static pressure fluctuation between the disks
and can be suppressed by reducing this fluctuation.

Spindle

3.3 Mean Static Pressure Between Disks. Figure 14 com-
pares the distributions of the mean static pressure in the measure-
ment region shown in Fig. 12 in the cases of t10 and without
arms. The mean static pressure in the case without arms was gen-
erally less than that in the case of t10. An extremely low static
pressure region (encircled with a solid line, Fig. 14(a)) was also
observed. On the other hand, when the arm was inserted between
the disks, such a region did not appear and the circumferential
variation in the mean static pressure was less than that in the case
without arms. Therefore, when the arm was inserted between the

Statio pressure . . . .
pre - disks, the mean static pressure downstream of the arm increased

measurement points D N T - : L .
v S with a moderate variation rate. Suzuki and Humphrey [11]
showed that disk vibrations could be suppressed by reducing the

Fig. 12 Schematic of static pressure measurement region  ;jrcuymferential variation in the pressure on the disk surface.
downstream of arm

Therefore, in our experiments, the disk vibrations could be sup-
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Fig. 13 RMS static pressure fluctuation downstream of the arm
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Fig. 14 Mean static pressure distribution downstream region
of the arm

pressed by reducing the circumferential variation in the mean
static pressure. Furthermore, according to Eq. (1), it is expected
that the dynamic pressure between the disks will decrease when
the arm is inserted. In a previous study [9], we demonstrated that
the disk vibration amplitude is proportional to the dynamic pres-
sure on the disk surface. Therefore, it is proposed that the disk
vibration amplitude is reduced by the decrease in the dynamic
pressure due to the insertion of the arm between the disks.
Based on these experimental results of the static pressure be-
tween the disks, it is suggested that the disk vibrations are excited
by an increase in the static pressure fluctuation, mean dynamic
pressure, and circumferential variation in the static pressure be-
tween the disks. Furthermore, the disk vibration amplitude can be
suppressed by inserting the arm or a spoiler that reduces them

[15].

3.4 Airflow Direction Downstream of Arm. We measured
the airflow direction along the trailing edge of the arm by using
the hot-wire anemometer in order to determine the reason for the
decrease in the static pressure fluctuation and the mean dynamic
pressure when the arm was inserted between the disks. Figure 15
compares the airflow direction downstream of the arm between
the disks in the cases of t10 and without arms. It was confirmed
that the airflow was partially blocked by the arm and then redi-
rected toward the spindle motor along the leading edge of the arm.
This phenomenon was also reported by Humphrey et al. [16].
When the arm was inserted, the inflow and outflow rates appeared
to decrease at the shroud opening. Therefore, it was concluded
that the inserted arm decreased the static pressure fluctuation,
mean dynamic pressure, and circumferential variation in the static
pressure by reducing the inflow and outflow rates at the shroud
opening. Consequently, the disk vibration amplitude was sup-
pressed in our experiment.

374 / Vol. 129, MARCH 2007
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Fig. 15 Airflow direction downstream of the arm between
disks

4 Conclusion

In this study, the correlation between the flow-induced disk
vibrations and the static pressure between the high-speed corotat-
ing disks in the HDD model was investigated experimentally in
order to assist the design of low-vibration HDDs. The effects of
the arm thickness and arm shape on disk vibrations and the static
pressure between the disks were also studied. Three arms (with a
hole) of thicknesses 1.0 mm, 1.2 mm, and 1.4 mm were tested.
Another arm without a hole and 1.0 mm in thickness was also
examined. The disk vibrations were measured using an LDV. The
static pressure between the disks was measured by a method de-
veloped in this study. Finally, the airflow direction along the trail-
ing edge of the arm was determined using a hot-wire anemometer.
The following results were obtained from the experiments:

1. The arm inserted between the disks suppresses disk vibra-
tion amplitude. However, the thickness and shape of the arm
do not quantitatively affect the disk vibration amplitude.

2. When the arm is inserted between the disks, the static pres-
sure fluctuation downstream of the arm decreases remark-
ably, while the mean static pressure increases.

3. Itis suggested that disk vibrations are excited by an increase
in the static pressure fluctuation, mean dynamic pressure,
and circumferential variation in the static pressure between
the disks. The disk vibrations can be suppressed by inserting
the arm or a spoiler that reduces them.

However, in order to successfully design low-vibration HDDs,
we believe that the static pressure should be measured in the en-
tire region between the disks.
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